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Figure 2. IMACS spectra of three Tuc III RGB stars. The H↵ region of the spectrum is shown in the left panel, and the CaT region in the
right panel. The top spectrum is DES J235532.66-593114.9, the brightest star in Tuc III, the middle spectrum is DES J235738.48-593611.6,
a star ⇠ 1 mag fainter, and the bottom spectrum is DES J235655.47-593707.5, near the base of the RGB. The ⇠ 20 Å region with no data
visible in the H↵ spectrum of DES J235738.48-593611.6 is a gap between IMACS CCDs. Note that we did not obtain an H↵ spectrum of
DES J235532.66-593114.9.

Figure 3. Posterior probability distribution from a maximum likelihood fit for the systemic velocity and velocity dispersion (left set of
panels) and the mean metallicity and metallicity dispersion (right set of panels) of Tuc III. In the upper left panels the 68% confidence
intervals on the mean velocity and metallicity are indicated by the dashed gray lines. In the lower right panels the 95.5% upper limits on
the velocity and metallicity dispersion are indicated by the dashed gray lines. We do not significantly resolve either the velocity dispersion
or the metallicity dispersion of Tuc III.

In general, it is possible that binary stars can a↵ect
velocity dispersion measurements for kinematically cold
systems. Previous studies indicate that binary stars gen-
erally do not substantially inflate the observed velocity
dispersions of ultra-faint dwarfs (Minor et al. 2010; Si-
mon et al. 2011), but the smaller the dispersion of an ob-
ject the larger the impact of the binaries could be (Mc-
Connachie & Côté 2010). Approximate radial velocity
amplitudes are only known for a handful of ultra-faint

dwarf RGB binaries, but typical orbital velocities and
periods appear to be ⇠ 30 km s�1 and a few months, re-
spectively (Koposov et al. 2011; Koch et al. 2014; Ji et al.
2016). We have obtained multiple velocity measurements
spaced ⇠ 1 yr apart for eleven of the Tuc III member
stars, including eight of the ten RGB stars, which have
the smallest velocity uncertainties and are therefore the
most important in determining the velocity dispersion.
For eight of the eleven stars with repeat measurements

v = -102.3 +/- 1.2 km/s

v = -102.2 +/- 1.2 km/s

v = -104.4 +/- 1.5 km/s
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Fig. 7.—Same as Fig. 2, but for Canes Venatici II.

Fig. 8.—Same as Fig. 2, but for Canes Venatici I.

Fig. 9.—Same as Fig. 2, but for Hercules.
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TABLE 1
Summary of dSph Velocity Samples and NFW Parameters

Galaxy Nnew Ntot Ndsph b
Mvir

(107 M,)
Mrmax

(107 M,)
M600

(107 M,)

Carina . . . . . . . . 1833 2567 899 !0.5 20 3.5 2.0
Draco . . . . . . . . 512 738 413 !1 400 9.0 6.9
Fornax . . . . . . . 1924 2085 2008 !0.5 100 18 4.6
Leo I . . . . . . . . . 371 483 416 !0.5 100 7.3 4.5
Leo II . . . . . . . . 128 264 213 0 40 4.3 2.8
Sculptor . . . . . . 1089 1214 1091 !0.5 100 8.2 4.3
Sextans . . . . . . . 947 1032 504 !2 30 5.4 2.5

Fig. 2.—Left: Projected velocity dispersion profiles for seven Milky Way dSph satellites. Overplotted are profiles corresponding to mass-follows-light (King
1962) models (dashed lines; these fall to zero at the nominal “edge” of stellar distribution), and best-fitting NFW profiles that assume b p constant. Short, vertical
lines indicate luminous core radii (IH95). Distance moduli are adopted from Mateo (1998). Right: Solid lines represent density, mass, and profiles correspondingM/L
to best-fitting NFW profiles. Dotted lines in the top and middle panels are baryonic density and mass profiles, respectively, following from the assumption that
the stellar component (assumed to have ) has exponentially falling density with scale length given by IH95.M/L p 1

equal numbers of dSph members. Thus the number of stars,
including interlopers, in each bin may vary, but for all bins,

. We use a Gaussian maximum-likelihoodN 1/2bin ˆS P ∼ (N )ip1 dsph dsphi

method (see Walker et al. 2006a) to estimate the velocity dis-
persion within each bin.
Left-hand panels Figure 2 display the resulting velocity dis-

persion profiles, which generally are flat. The outer profile of
Draco shows no evidence for a rapidly falling dispersion, con-
trary to evidence presented by Wilkinson et al. (2004) but

consistent with the result of Muñoz et al. (2005).6 In fact the
outer profiles of Draco, Carina, and perhaps Sculptor show
gently rising dispersions. While it is likely that at least in Carina
this behavior is associated with the onset of tidal effects (Muñoz
et al. 2006), McConnachie et al. (2007) point out that the
tendency of some dSphs to have systematically smaller velocity
dispersions near their centers is perhaps the result of distinct
and poorly mixed stellar populations (Tolstoy et al. 2004; Bat-
taglia et al. 2006; Ibata et al. 2006). Either explanation com-
plicates a thorough kinematic analysis; in the present, simplified
analysis we assume all stars belong to a single population in
virial equilibrium.
Dashed lines in Figure 2 are velocity dispersion profiles

calculated for single-component King models (King 1962) con-
ventionally used to characterize dSph surface brightness pro-
files. The adopted King models are those fit by Irwin & Hatz-
idimitriou (1995, hereafter IH95) and normalized to match the

6 We have not included the unpublished data of Wilkinson et al. (2004) or
Muñoz et al. (2005) in our calculations of the velocity dispersion profiles of
Draco.

DES Collaboration (2017)

Walker & Mateo (2007)
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the bb̄ and τþτ− channels with expectation bands derived
from the analysis of 300 randomly selected sets of blank
fields. Sets of blank fields are generated by choosing
random sky positions with jbj > 30° that are centered at
least 0.5° from 3FGL catalog sources. We additionally
require fields within each set to be separated by at least
7°. Our expected limit bands are evaluated with the 3FGL

source catalog based on four years of PASS7 REPROCESSED

data and account for the influence of new sources present in
the six-year PASS8 data set.
Comparing with the results of Ackermann et al. [13], we

find a factor of 3–5 improvement in the limits for all
channels using six years of PASS8 data and the same sample
of 15 dSphs. The larger data set as well as the gains in the

LAT instrument performance enabled by PASS8 both
contribute to the increased sensitivity of the present
analysis. An additional 30%–40% improvement in the
limit can be attributed to the modified functional form
chosen for the J factor likelihood (3). Statistical fluctua-
tions in the PASS8 data set also play a substantial role.
Because the PASS8 six-year and PASS7 REPROCESSED

four-year event samples have a shared fraction of only
20%–40%, the two analyses are nearly statistically inde-
pendent. For masses below 100 GeV, the upper limits of
Ackermann et al. [13] were near the 95% upper bound of
the expected sensitivity band while the limits in the present
analysis are within 1 standard deviation of the median
expectation value.

FIG. 1 (color). Constraints on the DM annihilation cross section at the 95% CL for the bb̄ (left) and τþτ− (right) channels derived from
a combined analysis of 15 dSphs. Bands for the expected sensitivity are calculated by repeating the same analysis on 300 randomly
selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected sensitivity while the
bands represent the 68% and 95% quantiles. For each set of random locations, nominal J factors are randomized in accord with their
measurement uncertainties. The solid blue curve shows the limits derived from a previous analysis of four years of PASS7 REPROCESSED

data and the same sample of 15 dSphs [13]. The dashed gray curve in this and subsequent figures corresponds to the thermal relic cross
section from Steigman et al. [5].

FIG. 2 (color). Comparison of constraints on the DM annihilation cross section for the bb̄ (left) and τþτ− (right) channels from this
work with previously published constraints from LAT analysis of the Milky Way halo (3σ limit) [57], 112 hours of observations of the
Galactic center with H.E.S.S. [58], and 157.9 hours of observations of Segue 1 with MAGIC [59]. Pure annihilation channel limits for
the Galactic center H.E.S.S. observations are taken from Abazajian and Harding [60] and assume an Einasto Milky Way density profile
with ρ⊙ ¼ 0.389 GeV cm−3. Closed contours and the marker with error bars show the best-fit cross section and mass from several
interpretations of the Galactic center excess [16–19].

PRL 115, 231301 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

4 DECEMBER 2015

231301-6

Dark matter interpretations of 
the Galactic Center excess

LAT Collaboration PRL 115, 231301 (2015)

95% CL upper limits from combined 
observation of 15 dwarf galaxies
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Figure 3: The best-fit annihilation cross section for a dark matter interpretation of the Galactic Center
excess (green, red, and pink contours and brown point with error bars; Gordon and Macias 2013; Calore
et al. 2015; Daylan et al. 2016; Abazajian et al. 2014) are in moderate tension with the 95% CL constraints
on the annihilation cross section derived from previously know dwarf galaxies (solid black line; Ackermann
et al. 2015). The dwarf galaxies recently discovered with DES, and those that remain to be discovered
with DECam and LSST, will help resolve this tension by increasing the sensitivity of the dwarf analysis
(dashed lines).

4 Future Directions

DES has recently completed the third year in a survey nominally planned for five years. In
the next two years, DES will revisit the same area of sky to increase its sensitivity. This will
improve our ability to detect faint dwarf galaxies nearby and brighter dwarf galaxies at larger
distances. In addition, we have received approval to use DECam to explore ⇠ 1300 deg2 outside
the DES footprint. Figure 2 shows that the DES dwarf galaxy candidates are not uniformly
distributed over the DES footprint, but rather are clustered near the Large and Small Magellanic
Clouds (LMC and SMC). The ⇤CDM cosmological model predicts that the LMC and SMC, the
largest satellites of the Milky Way, should have satellite galaxies of their own. We will test this
prediction by searching for dwarf galaxies on the opposite side of the Magellanic Clouds.

Despite the dramatic impact of DES, the survey only covers one-sixth of the sky area acces-
sible to DECam. For two thirds of each year, DECam is used by the astronomical community to
image regions outside of the DES footprint. DECam community data become public after 12–18
months, and we plan to use these data to search for dwarf galaxies over the entire southern sky.
On a longer timescale, the Large Synoptic Survey Telescope (LSST) will cover the southern sky
with 10 times greater sensitivity than DES. LSST is expected to discover ⇠ 300 satellite galaxies
out to the virial radius of the Milky Way. Together, the continued discovery of dwarf galaxies
will allow us to conclusively test the dark matter interpretation of the Galactic Center excess.
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Gamma-ray Observations
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Analyze 45 candidate and confirmed 
dwarf galaxies

Test for excess gamma-ray emission 
coincident with each individual target

• Find 4 targets with ~2σ local 
significance excesses 

• Significance drops to ~1.6σ with a 
trials factor for mass and channel 

• << 1σ after including a trials factor 
from searching 45 locations

Test Statistic: 

TS = �2� logL

But dwarfs should not be weighted 
equally (i.e., different J-factors)…

exceeding the local 95% containment contours from an analysis
of blank-sky regions: IndusII, ReticulumII, TucanaIII, and
TucanaIV. We note that other independent analyses have
found significant (plocal s> 3 ) emission from Reticulum II
(Geringer-Sameth et al. 2015c; Hooper & Linden 2015). The
plocal of ReticulumII in this analysis is smaller mostly due to
the use of the Pass 8 dataset as opposed to the Pass 7
Reprocessed dataset.

All four targets in Table 2 have <TS 7.5 when fit over the
broad-band energy range with any DM spectral model ( <TS 4
when fit with a single G = 2 power-law spectral model). The
best-fit masses, channels, and significances of these excesses
are shown in Table 2. We quote three p-values: (1) the local p-
value at the best-fit DM mass and channel, plocal, (2) the p-
value per target, ptarget, which takes into account the trials
factor from scanning multiple DM masses and channels, and
(3) the sample p-value, psample, which includes an additional
trials factor from analyzing 45 target locations. plocal and ptarget
are empirically determined with respect to 300 sets of 45 blank-
sky locations (Ackermann et al. 2014). For a particular target,
the null distribution for plocal is the distribution of TS evaluated
at the best-fit DM mass and channel, whereas the null
distribution for ptarget is the distribution of the maximum TS
over all considered DM masses and channels at each blank-sky
location. We use the TS distribution from fits in blank-sky
locations to account for the effect of unmodeled components of
the γ-ray sky such as unresolved point sources (see Figure6 of
the supplemental material for Ackermann et al. 2015b).

In the background-only case without a DM annihilation
signal, analyzing 45 targets will yield four or more targets with
detection significances exceeding the ptarget values in Table 2
45% of the time. However, this naive calculation treats each
target equally, whereas the predicted γ-ray flux from DM
annihilation is proportional to the J-factor. In Section 5, we
describe a combined analysis that weights the targets by their
J-factors and links the spectral model (DM mass and
annihilation channel) across targets, and thereby enhances the
sensitivity to a collective DM signal from the population of
Milky Way satellites.
No 3FGL sources are located within n1 of any of the four

systems mentioned above. We also investigated associations
with sources observed at other wavelengths that are potential γ-
ray emitters in the BZCAT (Massaro et al. 2009), CRATES
(Healey et al. 2007), CGraBS (Healey et al. 2008), PMN
(Wright et al. 1994), and WISE blazar candidate (D’Abrusco
et al. 2014) catalogs. We find two sources from the PMN
catalog, PMN J0335−5406 and PMN J0335−5352, within ¢15
of ReticulumII. The first of these, PMN J0335−5406, has a
relatively large flux at low frequency (225 mJy at 843MHz)
and a fairly hard radio spectral index (G ~ 0.7), making it a
possible γ-ray emitter (Ackermann et al. 2015a). In addition,
the infrared colors of PMN J0335−5406 measured with WISE
are consistent with other known γ-ray emitting blazars
(Massaro et al. 2011). However, we note that this source is
relatively faint in the optical/near-infrared, having 2z 23 mag
in the DES imaging. The second source, PMN J0335−5352,
has a smaller radio flux and seems unlikely to be associated

Figure 4. Local detection significance, expressed as a log-likelihood test statistic (TS), from the broadband analysis of each target in Table 1 assuming DM
annihilation through the ¯bb (left) or t t+ - (right) channels. The bands represent the local one-sided 84% (green) and 97.5% (yellow) containment regions derived from
300 random sets of 45 blank-sky locations. Curves corresponding to targets with peak significance larger than the local 95% expectation from blank-sky regions are
explicitly colored and labeled, while other targets are shown in gray.

Table 2
Targets with the Largest Excesses above Background

(1) (2) (3) (4) (5) (6) (7)
Name Channel Mass (GeV) TS plocal ptarget psample

IndusII t t+ - 15.8 7.4 0.01 (2.3σ) 0.04 (1.7σ) 0.84 (−1.0σ)
ReticulumII t t+ - 15.8 7.0 0.01 (2.3σ) 0.05 (1.7σ) 0.88 (−1.2σ)
TucanaIII t t+ - 10.0 6.1 0.02 (2.1σ) 0.06 (1.5σ) 0.94 (−1.6σ)
TucanaIV t t+ - 25.0 5.1 0.02 (2.1σ) 0.09 (1.3σ) 0.98 (−2.1σ)

Note. (1) Target name, (2) best-fit DM annihilation channel, (3) best-fit DM particle mass, (4) highest TS value, (5) local p-value calibrated from random blank
regions, (6) target p-value applying a trials factor from testing multiple DM annihilation spectra, (7) sample p-value applying an additional trials factor from analyzing
45 targets. The Gaussian significance associated with each p-value is given in parentheses. More details can be found in Section 3.
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Note. (1) Target name, (2) best-fit DM annihilation channel, (3) best-fit DM particle mass, (4) highest TS value, (5) local p-value calibrated from random blank
regions, (6) target p-value applying a trials factor from testing multiple DM annihilation spectra, (7) sample p-value applying an additional trials factor from analyzing
45 targets. The Gaussian significance associated with each p-value is given in parentheses. More details can be found in Section 3.
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Several nights (+ bad weather!)

6 Simon et al.

Figure 2. IMACS spectra of three Tuc III RGB stars. The H↵ region of the spectrum is shown in the left panel, and the CaT region in the
right panel. The top spectrum is DES J235532.66-593114.9, the brightest star in Tuc III, the middle spectrum is DES J235738.48-593611.6,
a star ⇠ 1 mag fainter, and the bottom spectrum is DES J235655.47-593707.5, near the base of the RGB. The ⇠ 20 Å region with no data
visible in the H↵ spectrum of DES J235738.48-593611.6 is a gap between IMACS CCDs. Note that we did not obtain an H↵ spectrum of
DES J235532.66-593114.9.

Figure 3. Posterior probability distribution from a maximum likelihood fit for the systemic velocity and velocity dispersion (left set of
panels) and the mean metallicity and metallicity dispersion (right set of panels) of Tuc III. In the upper left panels the 68% confidence
intervals on the mean velocity and metallicity are indicated by the dashed gray lines. In the lower right panels the 95.5% upper limits on
the velocity and metallicity dispersion are indicated by the dashed gray lines. We do not significantly resolve either the velocity dispersion
or the metallicity dispersion of Tuc III.

In general, it is possible that binary stars can a↵ect
velocity dispersion measurements for kinematically cold
systems. Previous studies indicate that binary stars gen-
erally do not substantially inflate the observed velocity
dispersions of ultra-faint dwarfs (Minor et al. 2010; Si-
mon et al. 2011), but the smaller the dispersion of an ob-
ject the larger the impact of the binaries could be (Mc-
Connachie & Côté 2010). Approximate radial velocity
amplitudes are only known for a handful of ultra-faint

dwarf RGB binaries, but typical orbital velocities and
periods appear to be ⇠ 30 km s�1 and a few months, re-
spectively (Koposov et al. 2011; Koch et al. 2014; Ji et al.
2016). We have obtained multiple velocity measurements
spaced ⇠ 1 yr apart for eleven of the Tuc III member
stars, including eight of the ten RGB stars, which have
the smallest velocity uncertainties and are therefore the
most important in determining the velocity dispersion.
For eight of the eleven stars with repeat measurements
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with a γ-ray emitting blazar. We additionally find the source
PMN J0003−6059 located ¢10 from TucanaIV, but due to the
lack of multifrequency measurements it is unclear whether it is
a potential γ-ray emitter.

4. ESTIMATING J-FACTORS

An estimate of the J-factor is necessary to convert a γ-ray
flux upper limit into a constraint on the DM annihilation cross
section (Equation (1)). The J-factor depends on both the DM
density profile and distance. Distances can be determined from
the photometric data using the characteristic absolute magni-
tude of the main-sequence turn-off and/or horizontal branch in
old, metal-poor stellar populations. On the other hand,
measurement of the DM mass requires spectroscopic observa-
tions to determine the radial velocities of member stars. The
classical dSphs discovered prior to SDSS have measured
velocity dispersions in the range –~ -6 11 km s 1, and the ultra-
faint dSphs discovered by SDSS have velocity dispersions in
the range –~ -2 6 km s 1. Similarly, the six new systems
recently confirmed as dSphs have velocity dispersions in the
range from – -2.9 8.6 km s 1.

The known dSphs have similar central DM densities despite
a wide spread in optical luminosity (Strigari et al. 2008). The
similarity in the central DM density of the dSphs causes
their J-factors to scale approximately as the inverse square of
their distances. In Figure 5, we show that a simple scaling
relationship between J-factor and distance can be clearly seen
in the J-factors derived by several groups (i.e., Bonnivard et al.
2015a; Geringer-Sameth et al. 2015a; Martinez 2015). For each
set of J-factor measurements, the intrinsic scatter relative to the
proposed scaling relationship appears to be smaller than the
average measurement uncertainty.

Following DW15, we assume that the new stellar systems
occupy similar DM halos to the population of known dSphs,
and we predict the J-factors of the new systems from their
distances. This assumption is necessary to convert the γ-ray
flux limits to DM annihilation cross section constraints since

most of the newly discovered systems have not yet been
observed spectroscopically. We do not expect globular clusters
to follow the same scaling relation, since their observed
velocity dispersions imply that they do not contain DM.
For each candidate we calculated a predicted J-factor using

the procedure developed in DW15. Our scaling relationship is

( )= -
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where D is the heliocentric distance of the dSph candidate and
J0 is a scale factor derived from a fit to spectroscopic data
(Figure 5). In contrast to DW15, we derived our nominal scale
factor, = -J 18.1 GeV cm0

2 5, using the spectroscopic J-factors
from Geringer-Sameth et al. (2015b) as opposed to those from
Martinez (2015). The two data sets give compatible results (see
DW15); however, the J-factors derived by Geringer-Sameth
et al. (2015b) rely on fewer assumptions about the population
of dSphs and provide slightly more conservative estimates for
the predicted J-factors. The predicted J-factor for each stellar
system is shown in Table 1.
In addition to predicting the value of the J-factor we

approximate the uncertainty achievable with future radial
velocity measurements. The uncertainty on the J-factor derived
from spectroscopic observations depends on several factors,
most importantly the number of stars for which radial velocities
have been measured. For ultra-faint dSphs that are similar to
the dSph candidates, spectra have been measured for 20–100
stars. Additional sources of uncertainty include the DM density
profile and dynamical factors such as the velocity anisotropy of
member stars. We consider characteristic J-factor uncertainties,

{ }s =log 0.4, 0.6, 0.8 dexJ10 , for the newly discovered ultra-
faint satellites lacking spectroscopically determined J-factors.
Note that these uncertainties refer to characteristic measure-
ment uncertainties on the J-factor for a typical dSph, and do not
reflect any intrinsic scatter that may exist in a larger population
of satellites.

Figure 5. Relationship between the distances and spectroscopically determined J-factors of known dSphs is derived with three different techniques: (left) non-
informative priors (Geringer-Sameth et al. 2015a), (center) Bayesian hierarchical modeling (Martinez 2015), and (right) allowing for more flexible parametrizations of
the stellar distribution and orbital anisotropy profile (Bonnivard et al. 2015a). We also include recently derived J-factor estimates for ReticulumII (Simon et al. 2015;
Bonnivard et al. 2015b) and TucanaII (Walker et al. 2015b) with J-factors for other dSphs that were calculated in a similar manner (see references for each panel). We
fit the J-factor scaling relation (Equation (2)) to the data in each panel, yielding ( ) { }=-Jlog GeV cm 18.1, 18.3, 18.410 0

2 5 , for the left, center, and right panels,
respectively; these relationships are plotted as solid, short dashed, and long dashed red lines.
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No. 1, 2007 dSph VELOCITY DISPERSION PROFILES L55

TABLE 1
Summary of dSph Velocity Samples and NFW Parameters

Galaxy Nnew Ntot Ndsph b
Mvir

(107 M,)
Mrmax

(107 M,)
M600

(107 M,)

Carina . . . . . . . . 1833 2567 899 !0.5 20 3.5 2.0
Draco . . . . . . . . 512 738 413 !1 400 9.0 6.9
Fornax . . . . . . . 1924 2085 2008 !0.5 100 18 4.6
Leo I . . . . . . . . . 371 483 416 !0.5 100 7.3 4.5
Leo II . . . . . . . . 128 264 213 0 40 4.3 2.8
Sculptor . . . . . . 1089 1214 1091 !0.5 100 8.2 4.3
Sextans . . . . . . . 947 1032 504 !2 30 5.4 2.5

Fig. 2.—Left: Projected velocity dispersion profiles for seven Milky Way dSph satellites. Overplotted are profiles corresponding to mass-follows-light (King
1962) models (dashed lines; these fall to zero at the nominal “edge” of stellar distribution), and best-fitting NFW profiles that assume b p constant. Short, vertical
lines indicate luminous core radii (IH95). Distance moduli are adopted from Mateo (1998). Right: Solid lines represent density, mass, and profiles correspondingM/L
to best-fitting NFW profiles. Dotted lines in the top and middle panels are baryonic density and mass profiles, respectively, following from the assumption that
the stellar component (assumed to have ) has exponentially falling density with scale length given by IH95.M/L p 1

equal numbers of dSph members. Thus the number of stars,
including interlopers, in each bin may vary, but for all bins,

. We use a Gaussian maximum-likelihoodN 1/2bin ˆS P ∼ (N )ip1 dsph dsphi

method (see Walker et al. 2006a) to estimate the velocity dis-
persion within each bin.
Left-hand panels Figure 2 display the resulting velocity dis-

persion profiles, which generally are flat. The outer profile of
Draco shows no evidence for a rapidly falling dispersion, con-
trary to evidence presented by Wilkinson et al. (2004) but

consistent with the result of Muñoz et al. (2005).6 In fact the
outer profiles of Draco, Carina, and perhaps Sculptor show
gently rising dispersions. While it is likely that at least in Carina
this behavior is associated with the onset of tidal effects (Muñoz
et al. 2006), McConnachie et al. (2007) point out that the
tendency of some dSphs to have systematically smaller velocity
dispersions near their centers is perhaps the result of distinct
and poorly mixed stellar populations (Tolstoy et al. 2004; Bat-
taglia et al. 2006; Ibata et al. 2006). Either explanation com-
plicates a thorough kinematic analysis; in the present, simplified
analysis we assume all stars belong to a single population in
virial equilibrium.
Dashed lines in Figure 2 are velocity dispersion profiles

calculated for single-component King models (King 1962) con-
ventionally used to characterize dSph surface brightness pro-
files. The adopted King models are those fit by Irwin & Hatz-
idimitriou (1995, hereafter IH95) and normalized to match the

6 We have not included the unpublished data of Wilkinson et al. (2004) or
Muñoz et al. (2005) in our calculations of the velocity dispersion profiles of
Draco.
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profiles for each energy bin used to derive our γ-ray flux upper
limits will be made publicly available. We plan to augment this
resource as more new systems are discovered.

After the completion of this analysis, we became aware of an
independent study of LAT Pass 8 data coincident with DES
Y2 dSph candidates (Li et al. 2016). The γ-ray results
associated with individual targets are consistent between the
two works; however, the samples selected for combined
analysis are different.

We would like to thank Tim Linden and Dan Hooper for
helpful and engaging conversations. We also thank the
anonymous referee for thoughtful and constructive feedback
on this manuscript.

The Fermi LAT Collaboration acknowledges generous
ongoing support from a number of agencies and institutes that
have supported both the development and the operation of the
LAT as well as scientific data analysis. These include the
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Scientifique/Institut National de Physique Nucléaire et de
Physique des Particules in France, the Agenzia Spaziale
Italiana and the Istituto Nazionale di Fisica Nucleare in Italy,
the Ministry of Education, Culture, Sports, Science and
Technology (MEXT), High Energy Accelerator Research
Organization (KEK) and Japan Aerospace Exploration Agency
(JAXA) in Japan, and the K.A.Wallenberg Foundation, the
Swedish Research Council and the Swedish National Space
Board in Sweden. Additional support for science analysis
during the operations phase is gratefully acknowledged from
the Istituto Nazionale di Astrofisica in Italy and the Centre
National d’Études Spatiales in France.
Funding for the DES Projects has been provided by the U.S.

Department of Energy, the U.S. National Science Foundation,
the Ministry of Science and Education of Spain, the Science

Figure 9. Upper limits (95% confidence level) on the DM annihilation cross section derived from a combined analysis of the nominal target sample for the ¯bb (left)
and t t+ - (right) channels. Bands for the expected sensitivity are calculated by repeating the same analysis on 300 randomly selected sets of high-Galactic-latitude
blank fields in the LAT data. The dashed line shows the median expected sensitivity while the bands represent the 68% and 95% quantiles. Spectroscopically
measured J-factors are used when available; otherwise, J-factors are predicted photometrically with an uncertainty of 0.6 dex (solid red line). The solid red line shows
the observed limit from the combined analysis of 15 dSphs from Ackermann et al. (2015b). The closed contours and marker show the best-fit regions (at s2
confidence) in cross-section and mass from several DM interpretations of the GCE: green contour(Gordon & Macias 2013), red contour(Daylan et al. 2016), orange
data point(Abazajian et al. 2014), purple contour(Calore et al. 2015). The dashed gray curve corresponds to the thermal relic cross section from Steigman
et al. (2012).

Figure 10. Upper limits on the DM annihilation cross section ( ¯bb channel) derived from the sub-sample of dSphs with measured J-factors (left) and the complete
nominal sample (right). Green curves show the limits obtained when these samples are analyzed using only predicted J-factors (even when measured J-factors are
available) and fixed J-factor uncertainties of 0.4, 0.6, and 0.8 dex. The solid black line shows the observed limit from Ackermann et al. (2015b). The closed contours
and marker are the same as depicted in Figures 8 and 9.
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can be determined exactly. In this limiting case, the analysis is
sensitive to the thermal relic cross section for DM particles with
mass1200 GeV, a factor of~2 increase in mass relative to the
analysis of Ackermann et al. (2015b).

In Figure 9 we show upper limits derived from a combined
analysis of our nominal sample assuming a J-factor uncertainty
of 0.6 dex for targets lacking spectroscopic J-factors. We find
that the derived upper limits are consistent within the range of
statistical fluctuation expected from 300 random high-latitude
blank-sky fields. The derived upper limits lie above the median
expectation for masses below∼1 TeV and∼70 GeV for
the ¯bb and t t+ - channels, respectively. This behavior can be
attributed to the low-significance excesses discussed in
Section 3. In contrast, we note that the limits lie below the
median expectation at higher masses.

6. CONCLUSIONS

We have performed a comprehensive γ-ray analysis of
Fermi-LAT data coincident with 45 confirmed and candidate
dSphs. We find no statistically significant ( s>3 ) γ-ray excesses
toward any of our targets. Four of the targets (including two
nearby systems) exhibit small excesses with local significances

s<2.5 . Since the characteristics of the DM particle (i.e., mass
and annihilation channel) are expected to be the same in all
dSphs, we perform a combined analysis on the sample of
confirmed and candidate dSphs. We use a simple scaling
relationship to predict the DM annihilation signal in systems
without spectroscopic data. When considering the ensemble of
targets, the γ-ray data are consistent with the background-only
null hypothesis. The maximum excess found in a joint
likelihood analysis of our nominal target sample yields a
maximum global significance of ( )s=p 0.23 0.7global for a
DM mass of 15.8 GeV annihilating via the t t+ - channel.

We calculate the median expected sensitivity assuming the
DM contents of the new candidate dSphs are comparable to
those of previously known dSphs. The expected sensitivity to
DM annihilation improves as more targets are added, and
depends on the precision with which the J-factors of the new

systems can be measured, as well as the DM mass and
annihilation channel being tested. Assuming that the J-factors
of the new systems can be measured with an uncertainty of 0.6
dex, the improvement in sensitivity is a factor of~1.5 for hard
annihilation spectra (e.g., the t t+ - channel) compared to the
median expected limits in Ackermann et al. (2015b). More
precisely determined J-factors are expected to improve the
sensitivity by up to a factor of 2, motivating deeper spectro-
scopic observations both with current facilities and future 30 m
class telescopes (Bernstein et al. 2014; Skidmore et al. 2015).
The limits derived from LAT data coincident with confirmed

and candidate dSphs do not yet conclusively confirm or refute a
DM interpretation of the GCE (Gordon & Macias 2013;
Abazajian et al. 2014; Calore et al. 2015; Daylan et al. 2016).
Relative to the combined analysis of Ackermann et al. (2015b),
the limits derived here are up to a factor of 2 more constraining
at large DMmasses ( ¯ 2m 1 TeVbbDM, and 2t t+ -m 70 GeVDM, )
and a factor of~1.5 less constraining for lower DM masses. The
weaker limits obtained at low DM mass can be attributed to
low-significance excesses coincident with some of the nearby
and recently discovered stellar systems, i.e., ReticulumII and
TucanaIII. While the excesses associated with these targets are
broadly consistent with the DM spectrum and cross section fit to
the GCE, we refrain from a more extensive DM interpretation
due to the low significance of these excesses, the uncertainties in
the J-factors of these targets, and the lack of any significant
signal in the combined analysis.
Ongoing Fermi-LAT observations, more precise J-factor

determinations with deeper spectroscopy, and searches for new
dSphs in large optical surveys will each contribute to the future
sensitivity of DM searches using Milky Way satellites (Charles
et al. 2016). In particular, the Large Synoptic Survey Telescope
(Ivezic et al. 2008) is expected to find hundreds of new Milky
Way satellite galaxies (Tollerud et al. 2008; Hargis et al. 2014).
Due to the difficulty in acquiring spectroscopic observations
and the relative accessibility of γ-ray observations, it seems
likely that γ-ray analysis will precede J-factor determinations
in many cases. To facilitate updates to the DM search as
spectroscopic J-factors become available, the likelihood

Figure 8. Expected sensitivity expressed as a limit on the DM annihilation cross section for the ¯bb (left) and t t+ - (right) channels. The expected sensitivity is
calculated as the median 95% confidence level upper limit from 300 sets of random blank-sky locations. The dashed black line shows the median expected sensitivity
for the sample of 15 dSphs with kinematic J-factors used in the combined analysis of Ackermann et al. (2015b). Colored dashed curves show the median sensitivity for
the combined analysis of the nominal sample derived assuming J-factor uncertainties of 0.8 dex, 0.6 dex, and 0.4 dex for the targets with distance-based J-factor
estimates. The “No Uncertainty” expectation curve is derived assuming zero J-factor uncertainty for all targets and represents the limiting sensitivity attainable by
reducing J-factor uncertainties. The closed contours and marker show the best-fit regions (at s2 confidence) in cross-section and mass from several DM interpretations
of the GCE: green contour(Gordon & Macias 2013), red contour(Daylan et al. 2016), orange data point(Abazajian et al. 2014), purple contour(Calore et al. 2015).
The dashed gray curve corresponds to the thermal relic cross section from Steigman et al. (2012).
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factor uncertainty in the weighting 

scheme

For the faintest dwarfs it will not be 
possible to measure 100 stars with 

the current generation of telescopes.

The next generation of spectroscopic 
instruments must have sufficient 

stability and precision

Decreasing J-factor uncertainty can 
be a powerful way to improve 

sensitivity.

0 100 200 300 400 500

Number of star

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1σ
er
ro
r
of

lo
g 1

0
J[
G
eV

2
cm

−
5
]

m−M = 17.0
⟨σ∗⟩ = 3.3 km/s, log10J = 18.7

mg1 Verr = 0.5 km/s

mg1 Verr = 1.0 km/s

mg1 Verr = 2.0 km/s

mg1 Verr = 3.0 km/s

mg1 Verr = 4.0 km/s

0 100 200 300 400 500

Number of star

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1σ
er
ro
r
of

lo
g 1

0
J[
G
eV

2
cm

−
5
]

m−M = 17.0
⟨σ∗⟩ = 6.5 km/s, log10J = 19.2

mg2 Verr = 0.5 km/s

mg2 Verr = 1.0 km/s

mg2 Verr = 2.0 km/s

mg2 Verr = 3.0 km/s

mg2 Verr = 4.0 km/s

0 100 200 300 400 500

Number of star

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1σ
er
ro
r
of

lo
g 1

0
J[
G
eV

2
cm

−
5
]

Verr = 1.0 km/s

mg1 m−M = 17.0

mg1 m−M = 17.5

mg1 m−M = 18.0

mg1 m−M = 18.5

mg1 m−M = 19.0

0 100 200 300 400 500

Number of star

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1σ
er
ro
r
of

lo
g 1

0
J[
G
eV

2
cm

−
5
]

Verr = 1.0 km/s

mg2 m−M = 17.0

mg2 m−M = 17.5

mg2 m−M = 18.0

mg2 m−M = 18.5

mg2 m−M = 19.0

M.Y. Wang et al. (in prep).

s

Preliminary



Alex Drlica-Wagner   |   Fermilab

A Lot of Sky to Cover!
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Fig. 1.— Locations of the eight new dwarf galaxy candidates reported here (red triangles) along

with nine previously reported dwarf galaxy candidates in the DES footprint (red circles; Bechtol

et al. 2015; Koposov et al. 2015a; Kim & Jerjen 2015b), five recently discovered dwarf galaxy

candidates located outside the DES footprint (green diamonds; Laevens et al. 2015a; Martin et al.

2015; Kim et al. 2015a; Laevens et al. 2015b), and twenty-seven Milky Way satellite galaxies known

prior to 2015 (blue squares; McConnachie 2012). Systems that have been confirmed as satellite

galaxies are individually labeled. The figure is shown in Galactic coordinates (Mollweide projection)

with the coordinate grid marking the equatorial coordinate system (solid lines for the equator and

zero meridian). The gray scale indicates the logarithmic density of stars with r < 22 from SDSS

and DES. The two-year coverage of DES is ⇠ 5000 deg2 and nearly fills the planned DES footprint

(outlined in red). For comparison, the Pan-STARRS 1 3⇡ survey covers the region of sky with

�2000 > �30� (Laevens et al. 2015b).

DES

SDSS

SDSS

Working to cover this area with DECam  
Talk in Cosmology Session at 15:15
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Recently Found Halo Clusters
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DES Y1A1 Candidates

DES Y2Q1 Candidates

Other Candidates

Fig. 4.— Local Group galaxies (McConnachie 2012) and globular clusters (Harris 1996, 2010

edition) occupy distinct regions in the plane of physical half-light radius (azimuthally averaged)

and absolute magnitude. The majority of DES satellite candidates (red triangles and circles) are

more consistent with the locus of Local Group galaxies (blue squares) than with the population

of Galactic globular clusters (black “+”). Other recently reported dwarf galaxy candidates (green

diamonds) include Hydra II (Martin et al. 2015), Triangulum II (Laevens et al. 2015a), Pegasus III

(Kim et al. 2015a), Draco II and Sagittarius II (Laevens et al. 2015b). Several outer halo star

clusters and systems of ambiguous classification are indicated with “⇥” symbols: Koposov 1 and

Koposov 2 (Koposov et al. 2007; Paust et al. 2014), Segue 3 (Belokurov et al. 2010; Fadely et al.

2011; Ortolani et al. 2013), Muñoz 1 (Muñoz et al. 2012), Balbinot 1 (Balbinot et al. 2013),

Laevens 1 (Laevens et al. 2014; Belokurov et al. 2014), Laevens 3 (Laevens et al. 2015b), Kim 1

and Kim 2 (Kim & Jerjen 2015a; Kim et al. 2015b), and DES 1 (Luque et al. 2015). Dashed lines

indicate contours of constant surface brightness at µ = {25, 27.5, 30} mag arcsec�2.

Physical Size

B
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ss Largely
Unexplored

Future surveys will find: 
• Comparably bright 

objects farther away  
(missing satellites) 

• Low surface 
brightness objects 
nearby  
(indirect detection)

See Keith Bechtol’s talk 
about upcoming DES 

analysis improvements
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Gamma-ray Emission  
Towards Reticulum II
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Geringer-Sameth et al. 2015 
arXiv:1503.02320

Hooper & Linden 
arXiv:1503.06209

LAT 
Data Set

Local 
Significance

Post-trials for DM mass 
and annihilation channel 

Fermi-LAT + DES Pass 8 2.2 𝜎 1.65 𝜎 

Geringer-Sameth et al. Pass 7 2.8 𝜎 2.3 𝜎

Geringer-Sameth et al. Pass 8 2.0 𝜎 1.6 𝜎

Hooper & Linden Pass 7 3.2 𝜎 No trials, use best-fit from 
Galactic Center

Most significant gamma-ray excess for any new target found at   
gamma-ray energies between 2 to 10 GeV in the direction of Reticulum II 

LAT & DES Collaborations 
Drlica-Wagner et al. 2015 

arXiv:1503.02632

Also, possible blazar PMN J0335−5046 located ~0.1 deg away

Consistency with dark matter interpretation depends in part on expected 
signal strength (i.e., “J-factor”) relative to other dSphs
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860 V. Bonnivard et al.

Figure 6. Top: J-factors and 68 per cent CIs for αint = αJ
c : the ‘[]’ symbols combine in quadrature the 68 per cent statistical uncertainties and possible

systematics (±0.4) from triaxiality of the dSph galaxies (Bonnivard et al. 2015a). Bottom: comparison of the J-factors to other works, with αint = 0.◦5. See
also Section 5.4 for a critical discussion of the targets most favoured by our analysis.

et al. (2010) data. Computing M1/2 from our MCMC chains pro-
vides, in general, values that are compatible with those of Wolf et al.
(2010); this excludes the mass reconstruction from being the sole
origin of the differences. The main remaining difference may lie
in the point-like approximation, which does not account properly
for the full volume of the DM halo being intercepted by the line of
sight. While this may not be an inappropriate assumption for the
strongly peaked annihilation signal, it results in a significant deficit
for the D-factors.

5.4 Discussion

In the previous sub-sections, we presented a ranking of the MW
dSph satellites as potential targets for DM annihilation/decay sur-
veys based on the estimated values and uncertainties of their J- or
D-factors. However, it is important to note that while our analysis
has marginalized over many of the modelling uncertainties, issues

such as the dynamical status of individual dSphs and evidence point-
ing to cored profiles in a number of the ‘classical’ dSphs are not
accounted for.

First, it is possible that some of the dSphs, especially the ‘ultra-
faints’, are not currently in dynamical equilibrium. In particular, a
number of authors have presented evidence that the UMa2 dSph,
which occupies the top position in both the J- and D-factor rank-
ings, is currently experiencing strong tidal disturbance by the MW
(Fellhauer et al. 2007; Muñoz, Geha & Willman 2010; Smith et al.
2013). While it is not clear that this has inflated the velocity disper-
sion of UMa2, some caution is advisable before selecting UMa2 as
a prime candidate for indirect DM detection surveys.

Secondly, the precise nature of some ‘ultrafaint’ galaxies is still
uncertain – it is possible that some are more closely related to star
clusters and do not, in fact, contain DM. For example, the most
recent study of Wil1 describes it as ‘A Probable Dwarf Galaxy
with an Irregular Kinematic Distribution’ and notes that foreground

MNRAS 453, 849–867 (2015)

 at N
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Bonnivard et al. MNRAS 849, 67 (2015) 
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Simon et al. ApJ 808, 95 (2015) 
Bonnivard et al. ApJ 808, L36 (2015) 
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J-factor vs Gamma-ray Flux
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Figure 5. Relationship between the distances and spectroscopically determined J-factors of known dSphs is derived with three di↵erent
techniques: (left) non-informative priors (Geringer-Sameth et al. 2015a), (center) Bayesian hierarchical modeling (Martinez 2015), and
(right) allowing for more flexible luminosity and anisotropy profiles (Bonnivard et al. 2015). We also include recently derived J-factor
estimates for Reticulum II (Simon et al. 2015; Bonnivard et al. 2015) and Tucana II (Walker et al. 2015b) in the panel correspond-
ing to most similar J-factor calculation method. We fit the J-factor scaling relation (Equation 2) to the data in each panel, yielding
log

10

(J
0

/ GeV2 cm�5) = {18.1, 18.3, 18.4}, for the left, center, and right panels, respectively; these relationships are plotted as solid, short
dashed, and long dashed red lines.
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Kinematic Galaxies

Kinematic Galaxies, Photometric J-factor

Likely Galaxies

Ambiguous Systems

Figure 6. Upper limits on flux (left) and cross section (right) versus J-factor. The points represent J-factors for each target estimated
either from spectroscopy (filled circles with error bars) or from the scaling relation discussed in Section 4 (filled circles). The green and
yellow shaded regions are the 68% and 95% containment regions for the blank-sky expectations, respectively. For comparison, the three
solid lines show the median expected upper limits for DM annihilation with the given cross section. No significant deviation from the
background-only expectation is observed.

with a DM annihilation signal from the dSph popula-576

tion, and to increase search sensitivity, we combined ob-577

servations of multiple satellite systems in a joint like-578

lihood analysis. By simultaneously analyzing the pop-579

ulation of confirmed and candidate dSphs, we avoid a580

look-elsewhere e↵ect from focusing on excesses or deficits581

associated with individual targets. As opposed to weight-582

ing each object equally, the combined likelihood anlaysis583

emphasizes those targets with the largest J-factors and584

enforces consistency in the DM annihilation spectrum.585

The current ambiguity in the photometric classification586

of newly found systems motivates the definition of three587

target samples for our combined analysis (Table 1).588

1. Our “nominal” sample includes: (1) kinematically589

confirmed dSphs, and (2) systems with r1/2 > 20 pc590

and µ > 25 mag arcsec�2.591

2. We defined a “conservative” sample as a sub-592

selection of the nominal sample excluding systems593

with kinematic or photometric indications of tidal594

disruption. Specifically, the conservative sample595

excludes Boötes III and Willman 1, which appear596

to be dSphs but have kinematics that are di�-597

cult to interpret (Carlin et al. 2009; Willman et al.598

2011). Additionally, we exclude the new system599

Tucana III, which shows possible indication of tidal600

stripping (Drlica-Wagner et al. 2015).601

3. Finally, we define an “inclusive” sample, which602

augments the nominal sample selection with all sys-603

tems with r1/2 > 10 pc and µ > 25 mag arcsec�2.604

This sample includes four ambiguous systems: Ce-605

tus II, Eridanus III, Kim 2, and Tucana V.606

These sample selections are compared to the photometric607


