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Unexpected Result: The Rigidity Dependence of Elementary Particles e+, p, p  
are identical from 60-500 GV.  

e- has a different rigidity dependence.  

M. Aguilar et al., Phys. Rev. Lett. 117, 091103 (2016) 35 

Momentum/Charge [GV]
10 210 310

B/
C

0.03
0.04
0.05
0.06

0.1

0.2

0.3
0.4

The Boron-to-Carbon flux ratio 

11	million	nuclei	

M. Aguilar et al., Phys. Rev. Lett. 117, 231101 (2016) 51 



• CR acceleration: diffusive shock acceleration theory [“Bobalski”: 
Bell 1978, Ostriker&Blandford 1978, Axford et al. 1977, Krimskii 1977] 

• CR transport: QLT of resonant pitch-angle scattering on Alfvén 
waves  [Jokipii 1966, Ginzburg&Syrovarskii 1964, …]  

• CRs diffuse in the ISM on small fluctuations in the magnetic field;  
• turbulent field can be modeled by a Kolmogorov isotropic power spectrum

Primary spectra pre-PAMELA

BACK TO BASICS

2 27. Cosmic rays

The intensity of primary nucleons in the energy range from several GeV to somewhat
beyond 100 TeV is given approximately by

IN (E) ≈ 1.8 × 104 (E/1 GeV)−α nucleons

m2 s sr GeV
, (27.2)

where E is the energy-per-nucleon (including rest mass energy) and α (≡ γ + 1) = 2.7
is the differential spectral index of the cosmic-ray flux and γ is the integral spectral
index. About 79% of the primary nucleons are free protons and about 70% of the rest are
nucleons bound in helium nuclei. The fractions of the primary nuclei are nearly constant
over this energy range (possibly with small but interesting variations). Fractions of both
primary and secondary incident nuclei are listed in Table 27.1. Figure 27.1 shows the
major components for energies greater than 2 GeV/nucleon. A useful compendium of
experimental data for cosmic-ray nuclei and electrons is described in [1].

Figure 27.1: Fluxes of nuclei of the primary cosmic radiation in particles per
energy-per-nucleus are plotted vs energy-per-nucleus using data from Refs. [2–13].
The figure was created by P. Boyle and D. Muller.

The composition and energy spectra of nuclei are typically interpreted in the context
of propagation models, in which the sources of the primary cosmic radiation are located

December 18, 2013 11:57

From PDB,  created by 
P. Boyle and D. Muller

Probably the most obvious expectation about cosmic rays (0th order picture we teach in CR 101) is 
that, above a few GeV, they have a  “featureless & universal power-law energy spectra”

Lots of work rely on/predict e.g. self-similarity (e.g. Fermi Theory, Kolmogorov spectrum...)

Important to test for departures from basic features: may provide clues on specific scales & 
phenomena shedding light on non-universal features of injection, acceleration, escape, propagation

featureless and universal 
power-law energy spectra 
prediction relying on many self-

similarity assumptions: Fermi 

acceleration theory, Kolmogorov 

diffusion… 

Anomalies with respect to what?

TeVPa 09/08/2017

• in their simplest form they predict featureless and universal spectra 

• key aspects: self-similarity of DSA theory, Kolmogorov turbulence…

• adequate to pre-PAMELA data

…with respect to theoretical predictions? what do theories predict?



Anomalies with respect to what?

TeVPa 09/08/2017

• basic theories used as guidelines for standard parametrizations implemented in numerical 
codes

• set of “conventional models” —> anomalies “w.r.t. conventional model predictions”The Master equation
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Transport Sources/sinks

usually standard scenarios are defined by:
• one source class (SNRs), universal featureless source spectrum (but sometimes breaks are introduced)
• isotropic, homogeneous diffusion (is it compatible with QLT?)

2 GENERAL PRINCIPLES 5

Magnetic Spectrometer will measure particle and nuclear spectra to TeV energies. The previous γ-ray mission
EGRET, one of the four detectors on board of the Compton Gamma-Ray Observatory, gave a detailed map of
the Galactic diffuse emission in the range 30 MeV – 10 GeV which traces the cosmic ray distribution in the
Galaxy and possibly the acceleration sites of cosmic rays. The current Fermi-LAT mission capability covers the
range 30 MeV – 1 TeV with a sensitivity two orders of magnitude better.

Clearly, a detailed model of cosmic ray propagation in the Galaxy should supplement the high quality data
obtained by the spacecraft and balloon-borne missions, providing support for the necessary interpretation and
analysis.

Recent developments of galprop with corresponding results can be found in Strong et al. (2004a,b,c). A
review of subject and the context and philosophy of galprop can be found in Strong et al. (2007). A short paper
summarizing this release v54 is in Strong et al. (2009). A description of the enhancements and Web interface
is in Vladimirov et al. (2010).

1.1 Versions of GALPROP and its Explanatory Supplement

In this manual we describe galprop version 54, released in September 2010, and which succeeds version 50p. It
replaces the previous manual which was called galprop v50.ps.

This manual is still being updated, and is not completely up-to-date for v54. All input parameters are
described, but the code documentation and description of some features is still incomplete. New versions will
be issued as available. Up-to-date details on compiling and running GALPROP are given in the README file
from the GALPROP distribution.

Comments, questions, errors found, and suggestions are welcome and should be addressed to the authors.

2 General Principles

2.1 Transport equation

GALPROP solves the transport equation with a given source distribution and boundary conditions for all
cosmic-ray species. This includes Galactic wind (convection), diffusive reacceleration in the interstellar medium,
energy losses, nuclear fragmentation, and decay. The numerical solution of the transport equation is based on an
implicit second-order scheme (Press et al., 1992). The spatial boundary conditions assume free particle escape.
Since we have a 3-dimensional (R, z, p) or 4-dimentional (x, y, z, p) problem (spatial variables plus momentum)
we use “operator splitting” to handle the implicit solution.

The propagation equation is written in the form:

∂ψ
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ṗψ −
p

3
(∇⃗ · V⃗ )ψ

]

−
1

τf
ψ −

1

τr
ψ , (1)

where ψ = ψ(r⃗, p, t) is the density per unit of total particle momentum, ψ(p)dp = 4πp2f(p⃗) in terms of phase-
space density f(p⃗), q(r⃗, p) is the source term, Dxx is the spatial diffusion coefficient, V⃗ is the convection velocity,
reacceleration is described as diffusion in momentum space and is determined by the coefficient Dpp, ṗ ≡ dp/dt
is the momentum loss rate, τf is the time scale for fragmentation, and τr is the time scale for the radioactive
decay. The details of the numerical scheme is described in § 3.

For a given halo size the diffusion coefficient as a function of momentum and the reacceleration or convection
parameters is determined by boron-to-carbon ratio data. The spatial diffusion coefficient is taken as Dxx =
βD0(ρ/ρ0)δ if necessary with a break (δ = δ1,2 below/above rigidity ρ0), where the factor β (= v/c) is a
consequence of a random-walk process. For the case of reacceleration the momentum-space diffusion coefficient
Dpp is related to the spatial coefficient Dxx (Berezinskii et al., 1990; Seo & Ptuskin, 1994), where δ = 1/3 for a
Kolmogorov spectrum of interstellar turbulences. The convection velocity (in z-direction only) V (z) is assumed
to increase linearly with distance from the plane (dV/dz > 0 for all z); this implies a constant adiabatic energy
loss. The linear form for V (z) is consistent with cosmic-ray driven MHD wind models (Zirakashvili et al., 1996).

The distribution of cosmic-ray sources (Strong & Moskalenko, 1998) is chosen to reproduce the cosmic-ray
distribution determined by analysis of EGRET γ-ray data (Strong & Mattox, 1996). The injection spectrum of
nucleons is assumed to be a power law in momentum, dq(p)/dp ∝ p−γ . Energy losses (Strong & Moskalenko,
1998) for nucleons by ionization and Coulomb interactions are included, and for electrons by ionization, Coulomb
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• a much more complicated theoretical picture is expected 

(different acceleration mechanisms in different classes of sources; anisotropic and inhomogeneous 
transport; non linearities and CR self-confinement…)

• the data and their anomalies offer now the opportunity to investigate the impact of more 
complicated theoretical pictures

… let’s go and look 
for spectral 
features!
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2 27. Cosmic rays

The intensity of primary nucleons in the energy range from several GeV to somewhat
beyond 100 TeV is given approximately by

IN (E) ≈ 1.8 × 104 (E/1 GeV)−α nucleons

m2 s sr GeV
, (27.2)

where E is the energy-per-nucleon (including rest mass energy) and α (≡ γ + 1) = 2.7
is the differential spectral index of the cosmic-ray flux and γ is the integral spectral
index. About 79% of the primary nucleons are free protons and about 70% of the rest are
nucleons bound in helium nuclei. The fractions of the primary nuclei are nearly constant
over this energy range (possibly with small but interesting variations). Fractions of both
primary and secondary incident nuclei are listed in Table 27.1. Figure 27.1 shows the
major components for energies greater than 2 GeV/nucleon. A useful compendium of
experimental data for cosmic-ray nuclei and electrons is described in [1].

Figure 27.1: Fluxes of nuclei of the primary cosmic radiation in particles per
energy-per-nucleus are plotted vs energy-per-nucleus using data from Refs. [2–13].
The figure was created by P. Boyle and D. Muller.

The composition and energy spectra of nuclei are typically interpreted in the context
of propagation models, in which the sources of the primary cosmic radiation are located
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From PDB,  created by 
P. Boyle and D. Muller

Probably the most obvious expectation about cosmic rays (0th order picture we teach in CR 101) is 
that, above a few GeV, they have a  “featureless & universal power-law energy spectra”

Lots of work rely on/predict e.g. self-similarity (e.g. Fermi Theory, Kolmogorov spectrum...)

Important to test for departures from basic features: may provide clues on specific scales & 
phenomena shedding light on non-universal features of injection, acceleration, escape, propagation
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CR anomalies: Spectral features in p, He

TeVPa 09/08/2017

An important discovery by PAMELA: proton and He spectral breaks at ~200 GV

PAMELA collaboration, 2011



The spectra of oxygen, carbon and nitrogen do not 
follow the traditional single power law.  	

Preliminary	Data.	Please	refer	to	the	AMS	
Forthcoming	publicaLons	in	PRL	

47 

CR anomalies: Spectral features in p, He

TeVPa 09/08/2017

New information: The proton flux cannot be described by a single power law = CRγ  
Precision measurement of the proton flux 
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unexpected	

M. Aguilar et al., Phys. Rev. Lett. 114, 171103 (2015) 

300	million	protons	

28 

from CREAM collaboration

Confirmed by AMS with higher accuracy. It’s a smooth feature
• present in Li, C, N, O as well [preliminary] 
• Compatible with higher energy data

CREAM-I 
γP = 2.66 ± 0.02 
γHe = 2.58 ± 0.02

[Ahn et al., ApJ 714, L89, 2010]

Theoretical  
prediction 

AMS: 2.2 million Lithium Events 
Preliminary Data.  
Please refer to 
the forthcoming 
publication in 
PRL. 

44 

AMS precision measurement of the Lithium flux see M. Heil talk

from AMS collaboration, ICRC 
highlight talk, 2017

see also J. Tjus talk
see also V. Bindi talk



Proton/He break: A source effect?

TeVPa 09/08/2017

• A new population of sources kicking in? 
[Zatsepin&Sokolskaya 2008, pre-AMS] 

• Possible role of superbubbles? [Ohira et al., PRD 2016; 
Parizot et al., A&A 2004, pre-AMS]

• Non-linear DSA? [Ptuskin et al., ApJ 2013]

• The fingerprint of a local supernova event (below the 
break)? [Kachelriess et al., PRL 2015; 
Tomassetti&Donato ApJ 2015; Tomassetti ApJL 2015] 

• How likely is such a relevant local fluctuation? the 
probability seems to be low [Genolini et al., A&A 2017]

Kachelriess, Neronov, 
Semikoz, PRL 2015

Connection between e+/(e+ + e−) and CR Hadron Spectra 3
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FIG. 1.— Energy spectrum of CR positrons multiplied by E3. The three
models of Mertsch & Sarkar (2014) (lines) are compared with the new data
from AMS (Aguilar et al. 2014).

βK0(R/R0)δ, spatially homogeneous, where K0 expresses
its normalization at R0 ≡ 4GV. We solve Eq. 5 for all nu-
clei (from Fe to H) after assuming stationarity (∂N/∂t = 0),
boundary conditions (N(±L) ≡ 0), and continuity condi-
tion across the disc. The differential fluxes at Earth are given
by φ(E) = βc

4πN0(E), where N0, evaluated at z = 0, is of

the type N0 ≈ S
(

K
hL + Γ̃inel

)−1
. The quantities N , K , S

and Γ̃ depend on energy or rigidity too. To account for the
solar modulation, we employ the force-field approximation
(Gleeson & Axford 1968) using the parameter Φ = 500MV
for a medium-level modulation strength.

3. RESULTS AND DISCUSSION
There are many parameters that determine the OSNR

source spectra. We follow the benchmark model of
Mertsch & Sarkar (2014), that provides good fits to the AMS
leptonic data, assuming that the bulk of the e± flux is pro-
duced by this type of OSNRs. All relevant parame-

TABLE 1
SOURCE AND TRANSPORT PARAMETER SETS.

OSNR parameters Propagation parameters
u1 5×107 cm s−1 K0 0.1 kpc2Myr−1

B / κB 1µG / 16 δ 0.50
αH /αZ>1 4.65/4.55 L 5 kpc

n1 2 cm−3 h 0.1 kpc
Rmax 1 TV nism 1 cm−3

τ snr 50 kyr Φ 0.5GV

ters are listed in Tab. 1. In particular we adopt B = 1µG,
Rmax = 1TV, κB = 16, and u1 = 5× 107 cm s−1, where
κB parametrizes the deviation of D(p) from the Bohm
value due to magnetic damping. These values are typi-
cal for SNRs at their late evolutionary stages. The au-
thors in Mertsch & Sarkar (2014) considered also scenar-
ios with higher values of Rmax, fixed at 3 TV and 10 TV,
which can in principle discriminated with e+ data at higher
energy. In Fig. 1 we compare these predictions with the
new high-energy data released by AMS (Accardo et al. 2014;
Aguilar et al. 2014). The data suggest that models with high
Rmax (∼ 10TV or higher) are disfavored. We also note that
the value Rmax= 1TV is consistent with the naive estimate
made from equating Γacc with 1/τ snr. At this point it is clear
that a pure OSNR scenario, which describes well the ∼GV
- TV observations, cannot account for the CR hadronic flux
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FIG. 2.— Energy spectra of H (top) and He (bottom) multiplied by E2.7.
The solid lines indicate the model calculations. The contribution arising from
OSNR (short-dashed lines) and from GSNR (long-dashed lines) are shown.
The data are from PAMELA (Adriani et al. 2011), ATIC-2 (Panov et al.
2009) and CREAM (Yoon et al. 2010).

observed at ∼TV - PV rigidities. This is also the rigidity re-
gion where the spectra are found to be harder. This considera-
tion motivated us to introduce a second component for the CR
hadron spectra at high energies, i.e., the GSNR component,
representing the large-scale population of distant SNRs. Typ-
ical parameters for GSNRs with strong shock and amplified
magnetic fields are u1 ∼ 109 cm s−1, B/κB ∼ 100µG, and
Rmax ∼ 5 PV. It is easy to see that, from these values, GSNRs
are unable to produce and accelerate secondary e± or Li-Be-
B. Furthermore, the resulting CR spectra are totally insensi-
tive to their exact values (and to the type of diffusion) so that
the only relevant GSNR parameters are the source spectral in-
dices. For both components, OSNR and GSNR, the slope α
and theirnor normalization are chosen to match the data on
primary spectra after propagation. The source parameter α
is degenerated with the transport parameter δ, but the latter
can been tested against the B/C ratio. As in Mertsch & Sarkar
(2014) and related works, for Z = 1 we use a source spectral
index steeper by 0.1 compared to that of heavier nuclei. This
is a known issue, possibly ascribed to an A/Z–dependent in-
jection efficiency in SNR shocks (Malkov et al. 2012). The
relative source abundances are those adopted from previous
studies (Tomassetti 2012; Tomassetti & Donato 2012) and we
use the same values for the two SNR components. The con-
tributions of the two components, determined from the data,
are taken as 85% for the OSNR and 15% for the GSNR flux
at 1GeV/n, for all elements. Leptonic spectra from GSNR
are expected not to contribute significantly to the high-energy
flux, which is the case if these sources are placed at distances
d ! kpc (Delahaye et al. 2010). The data at !TeV energies
require the GSNR spectra to be harder than those from the
OSNR: we adopt αH = 4.1 and αZ>1 = 4.0. This is in fact
encouraging, because the basic DSA predictions, supported
by γ–ray observations of young SNRs, favor α ∼ 4.0 – 4.2
(Blasi 2013). With this setup, in Fig. 2 we plot the model

Tomassetti&Donato  2015

Y. Genolini et al.: Stable laws and cosmic ray physics

Models PAMELA AMS02

Model
50GeV 1TeV 50GeV 1TeV

p

( > h i + 3�)
p

( > h i + 3�)
p

( > h i + 3�)
p

( > h i + 3�)

p

( < h i � 3�)
p

( < h i � 3�)
p

( < h i � 3�)
p

( < h i � 3�)

MIN 0.15 0.083 0.28 0.26

0.13 < 10�6 0.63 0.51

MED 0.047 0.014 0.16 0.12

< 10�6 < 10�6 0.26 0.0025

MAX 0.009 0.0018 0.045 0.016

< 10�6 < 10�6 < 10�6 < 10�6

Table 1. Probability that a source configuration leads to a 3� fluctuation above and below the flux measured by AMS02 and PAMELA. The
calculation is made for the three benchmark propagation models MIN, MED, and MAX, and for the two energies 50 GeV and 1 TeV.

Models MIN MED MAX
Probabilities (Stable law 5/3) 0.0072 0.0012 0.00016

Probabilities (Gaussian law) 0.06 10�5 0

Table 2. Probabilities of obtaining a flux larger than 2.86h i at 1 TeV in
the myriad model, calculated for three benchmark propagation models
MIN, MED, and MAX. The Gaussian probability is extracted from the
simulation and crucially depends on the integration time of the simula-
tion.

probability that a peculiar configuration of sources leads to a
deviation comparable or larger to the one stated in this paper, is
given by:

p

s

=

Z 1

2.86h i
P( ) d 

= 1 �
Z 2.86h i

0
P( ) d 

= 1 � (1 + ✏)N

|   {z   }
⇡1 (here)

Z 2.86h i
�

N

0
S [↵, 1, 1, 0; 1](X) dX . (43)

Such a deviation corresponds to log10( /h i) ⇡ 0.46 at
103 GeV, for which Fig. 5 recommends the use of the 3D case
corresponding to ↵ = 5/3. This conclusion holds for the MED
model for which Fig. 5 was made, however we checked that it
was actually also the case for the MIN and MAX cases. For
the MIN case,  /h i also falls below the condition  

max

/h i
as shown in Fig. 2.

The probabilities for the three di↵erent benchmark propa-
gation models are reported in Tab. 2. For comparison, we also
display the probabilities obtained by using a Gaussian law with
the variance of the simulations. In the homogeneous di↵usion
framework, this result suggests that the chance probability for
such an excursion is at most at the level of ⇠ 0.1%, and even
one order of magnitude smaller if the MAX model, apparently
closer to the recent observations, is adopted. It would not be cor-
rect to discard the model in Kachelrieß et al. (2015) based on
these considerations, however, since in that article the authors
advocate a strongly anisotropic di↵usion. Certainly, it empha-
sizes the importance of this ingredient in the plausibility of the
scenario.

Another example is provided by the scenario discussed in
Tomassetti & Donato (2015). Here the authors invoke a two

components model for which the high energy CR spectrum is
dominated by the average Galactic population, and the low en-
ergy part by one local old source, or, alternatively, a popula-
tion of local old sources. In this case, homogeneous di↵usion
is assumed. The two di↵erent energy dependences of these com-
ponents would explain the break in the proton and helium flux
above 200-300 GV. Once more, we can compute the probabil-
ity for such a low-energy fluctuation of the flux in our myriad
model, assuming the mean flux to be reached above the spectral
break. From Fig. 2 of this paper, the proton flux at E = 10 GeV
is dominated by some local sources, which yield a value of  
approximately 3.3 times the average h i. Within their propaga-
tion model, one can show that the probability of such an excess
must be treated with the 3D case. Making use of the formula
in Eq. (43) of the previous example, we obtain a probability of
8.6 ⇥ 10�5. Thus we can conclude that the only reasonable pos-
sibility for their scenario to be true is to assume a sum of two
populations of sources, with the observed flux at the Earth being
close to the sum of their average contributions rather than due to
a local fluctuation.

Finally, one may consider the opposite possibility (advanced,
for instance, in Bernard et al. 2012, 2013) for which the high-
energy flux is a signature of the contribution of local sources,
while the steeper flux at lower energies follows the Galactic av-
erage. In the left-hand panel of Fig. 7 we display the inferred
mean proton flux in the range [45-200] GeV in this model, from
which data depart more and more above the energies &200 GeV.
To estimate the probability that such a discrepancy may occur, it
is crucial to check the requirement for the applicability of the sta-
ble law, that is,  <  

c

. In the right-hand panel of Fig. 7, we plot
the data divided by the mean above 45 GV, together with con-
ditions  

c

/h i and  
max

/h i of Fig. 2 (solid for MAX model,
dashed for MED, and dotted for MIN). If the data fall above the
gray lines, it means that the observed excess cannot be provided
by local sources in the di↵usive regime. This is what happens to
the two (three) highest energy CREAM data in the MED (MAX)
propagation model. Strictly speaking, we can only conclude that
our theory is inapplicable to those energies in the framework
of these propagation models, since the di↵usion approximation
breaks down. However, it also means that the only way one or
a few local sources might account for the measured flux in that
range is to assume that CR propagate quasi-ballistically from the
hypothetical source(s), which would qualitatively lead to O(1)
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maximal length of the fluctuations Lmax ¼ 25 pc and the
strength normalized to reproduce the observed B/C ratio, as
discussed in Refs. [21,22]. The calculation of the trajecto-
ries of individual CRs in the GMF allows us to include a
detailed model for the regular and the turbulent component
of the GMF. We record the path length of CRs spent in a
50 pc sphere around Earth, which can be converted to the
local CR flux at a given time interval.
We are interested in the case of a relatively young,

T ≲ a few million years, and nearby source, dsource ∼
a few × 100 pc, and CR energies in the range 100 GeV–
100 TeV. The spread of the CRs of such energy on a million
year time scale is strongly anisotropic. A strong enhance-
ment of the CR flux occurs if the source and the observer
are connected by a magnetic field line. In this case, the
contribution of a single source can dominate the observed
total CR intensity at Earth.
Figure 1 shows an example of such a situation calculated

for a source at the distance 300 pc which has injected CRs
with spectrum dN=dE ∝ E−γp;inj , γp;inj ¼ 2.2, and total
injection energy Etot ¼ 2.5 × 1050 erg. The source is placed
at a GMF line passing within 50 pc from the Solar System.
For E > 10 TeV, we calculate the CR trajectories up to
30 × 106 yr, i.e., sufficiently long to observe the exponen-
tial cutoff in the flux due to CR escape. At any given
energy, we find that the observed flux F at Earth as a
function of time rises, then drops as a power law FðtÞ ¼
Fmaxðt0=tÞαðEÞ up to the (energy-dependent) escape time

and finally is exponentially suppressed as FðtÞ ¼
Fmaxðt0=tÞαðEÞ expð−t=τescÞ. In the energy range
1–10 TeV, we are only able to calculate trajectories up
to 3 × 105 yr. We extrapolate them to later times using the
power law with the slope αðEÞ derived from direct
simulations in the energy range 10 TeV–1 PeV. Note that
the fluctuations visible—especially at large times—are due
to the relatively small number of CR trajectories used.
From Fig. 1 one can see that CRs with energies above

100 TeV already reach the Earth five thousand years after
the injection. If the source is able to accelerate CRs to
energies above 10 PeV, their flux is already suppressed
after five thousand years because of the fast escape from
the Galactic disk. The escape induced flux suppression
progresses towards lower energies with the increase of
the source age. Below the high-energy cutoff, the slope of
the spectrum softens and reaches the observed value
~γp ∼ 2.7–2.8 after two million years.
The observed slopes of the spectra of the heavy nuclei

component of the CR flux, γN ≃ 2.5, are systematically
harder than the slope of the proton spectrum in the TeV-
PeV range [8,9]. This harder slope of the nuclear compo-
nent of the CR flux consistently explains the shapes of the
knees in the spectra of individual groups of nuclei within
the escape model [21,22]. The same slope of the average
spectrum of 0.1–10 TeVprotons=nuclei in the Galaxy is
deduced from a combination of gamma-ray and IceCube
neutrino data [24–26].
Assuming that the average Galactic CR proton flux at

Earth also has the slope γp ≃ 2.5 and that it dominates the
observed CR flux in the knee energy range E ∼ 1–10 PeV
(shown as “average” in Fig. 1; see Ref. [21]), one finds that
the local source and the average Galactic contributions to
the overall CR proton fluxes are comparable in the energy
range 3–30 TeV. The uncertainty of the average flux is
given by the uncertainty of measurements around the knee;
cf. with the width of the blue band at PeV. The contribution
of the local source with its softer spectrum explains the
discrepancy between the slopes of the proton and heavy
nuclei components of the TeV-PeV CR spectrum. In
general, the local source also gives a contribution to the
spectra of heavier nuclei. If the elemental abundance of the
local source CRs is identical to the overall measured CR
abundance, the contribution of the source to the heavy
nuclei spectra in the E > 1 TeV range is subdominant
because of the higher normalization of the average Galactic
component of the heavy nuclei fluxes.
Positron excess from the local CR proton source.—Our

suggestion that the softer slope of the TeV-PeV proton CR
spectrum is caused by a local source can be tested via the
identification of complementary signatures in the spectra of
secondary particles—positrons and antiprotons—produced
in CR interactions in the ISM.
The spectrum of CR positrons is known to have an

“excess” above 30 GeV. This excess refers to a deviation

5×103 yr

20×103 yr

1×107 yr 2×106 yr

1 ×105 yr

5 ×105 yr

FIG. 1 (color online). Proton flux of the local source at different
times. The average Galactic proton flux is shown as a thin orange
line, the measured spectra of protons (light blue) from PAMELA
[23], CREAM [8], KASCADE and KASCADE-Grande [10] as a
band including experimental uncertainties. The sum of the
average flux and the two million year old source is shown by
the thick blue line.
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ABSTRACT

Aims. A model to describe cosmic ray spectra in the energy region from 1010 to 1017 eV is suggested based on the assumption
that Galactic cosmic ray flux is a mixture of fluxes accelerated by shocks from nova and supernova of different types.
Methods. We analyze recent experimental data on cosmic ray spectra obtained in direct measurements above the atmosphere
and data obtained with ground Extensive Air Shower arrays.
Results. The model of the three classes of cosmic ray sources is consistent with direct experimental data on cosmic ray
elemental spectra and gives a smooth transition from the all particle spectrum measured in the direct experiments to the all
particle spectrum measured with EAS.

Key words. cosmic rays – ISM:supernova remnants – ISM:abundances

1. Introduction

It is thought that cosmic rays below 1017 eV are acceler-
ated by shocks of supernova explosions, with all compo-
nents having the same rigidity spectra. However, recent
experimental data show that spectral indices of elemen-
tal spectra are different. Therefore we suggest that the
concepti of a single population of sources with the same
index of rigidity spectra for all elements is inaccurate We
describe the experimental data using the idea that the
measured cosmic ray flux is generated by three different
classes of sources. It is suggested that each class of sources
generates the spectrum that is power-law by rigidity with
its specific spectral index and maximal rigidity. We ana-
lyze cosmic ray spectra, measured by direct methods, and
all-particle spectra, measured in the extensive air showers
(EAS). The data used are shown in Table 1.

2. Basis for the model

The model is based on the preliminary experimental data
obtained in the ATIC-2 experiment (Wefel et al, 2005;
Panov et al, 2005; Batkov et al, 2005) that fill the gap
between measurements with magnetic spectrometers be-
low 100 GeV (Haino et al, 2004, Alcaraz et al, 2000,
Boezio et al, 2003) and emulsion experiments above 10
TeV (Zatsepin et al, 1994, Asakimori et al, 1998, Derbina
et al, 2005). The proton and helium spectra obtained in
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Fig. 1. Proton and He spectra. Dashed lines are described
in Section 3, solid lines are described in Section 5.

these direct measurements are shown in Fig.1. The prelim-
inary ATIC-2 data show that the proton spectrum obeys
a power law with a spectral index of γ = 2.63 ± 0.01 in
the energy region between 3×102 and 104 GeV . However,
the extrapolation of this spectrum to higher energy does

Zatsepin&Sokolskaya  2008
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Proton/He break: A Transport effect?

• Is the break due to transport? secondary spectra and secondary/primary ratios such as B/C are 
crucial observables [Genolini et al., 2017] 

• source effects: secondaries inherit the primary feature: B/C should be featureless  
(secondaries originate from spallation, which preserve E/A; E/A is proportional to the rigidity) 

• transport effect: secondaries inherit the primary feature and get a further hardening due to 
propagation: B/C should show a break; Lithium should show a more pronounced break

Theoretical  
prediction 

AMS: 2.2 million Lithium Events 
Preliminary Data.  
Please refer to 
the forthcoming 
publication in 
PRL. 

44 

AMS precision measurement of the Lithium flux 

4

the ��2: the indication for the break remains “de-
cisive” (��2 � 10). Figure 2 displays the best fits
reported in Table I, using GALPROP spallation cross
sections and �

tot

. The residuals shed light upon the
important weight of the six high-energy data points
between 300 GV and 800 GV, and stress the impor-
tance of reducing the error bars in this range to tighten
the test.

FIG. 1: Evolution of ��2 (with and without the break) vs the
minimal rigidity R

min

above which the fit is performed. Several
cases are reported, using the GALPROP (GAL) or Webber 2003
(W03) cross-section datasets, and considering either statistical
(�

stat

) or total (�
tot

) uncertainties.
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FIG. 2: Best fits and residuals with (blue) and without (red) the
break using GALPROP cross sections and �

tot

, for the di↵erent
models considered in the text.

Discussion & Conclusions — By analyzing
Ams-02 B/C data, we have found a decisive evidence

(in a Bayesian sense) in favor of a high-rigidity break
in the cosmic-ray di↵usion coe�cient, matching the
similar features found in p and He spectra. This sug-
gests that the three observables (p, He, B/C) may find
a simultaneous explanation for their spectral features
in a model where the break is due to di↵usion. We
have conducted our study in a rather minimal theo-
retical setup, although we have tested the robustness
of our conclusions with respect to a number of e↵ects,
such as the high-energy behavior of the cross sections
or the presence of a small primary B component.

It is unclear at the moment if—in a frequentist
approach—our results suggest that the underlying
models are inadequate to describe the data. Overall,
at least for GALPROP cross sections and for the anal-
ysis with �

tot

, our fits with the break are of acceptable
quality. The fit quality assuming �

stat

is instead quite
poor. Lacking Ams-02 information on the error cor-
relations, we may speculate that the actual situation
is in between. Even then, it might still be that the
simple models considered here provide an acceptable
description at high-R: for instance, theoretical predic-
tions are not error-free, but should be at the very least
subject (via the primary C) to the kind of space-time
source stochasticity e↵ects first assessed in [2], compa-
rable to Ams-02 statistical uncertainties.

None of the conventional parameters in more ex-
tended theoretical models (like Vc, Va, etc.) appears
degenerate with the kind of high-R feature discussed
here. While their introduction is certainly important
in attempts to explain the data over the whole range
of R, it appears unlikely that those e↵ects might sig-
nificantly alter our conclusions, as confirmed by some
preliminary tests. One may be tempted to achieve a
better fit by extending the model space with “non-
conventional” free parameters, such as leaving either
the di↵usion break parameters or the primary B frac-
tion free, as we have checked a posteriori. The price to
pay for a nominally better fit, however, would be enor-
mous: allowing for a break significantly larger than the
one found in p and He (or a primary B fraction as high
as 5% of the C) would spoil the emerging global un-
derstanding of the broken power-law phenomenon. It
may also raise additional theoretical problems: e.g. a
large primary B typically requires very steep di↵usion
index � ' 0.8, which would be at odds both with Fermi
acceleration expectations for the primary spectra, and
exacerbate the known problem of a too large expected
anisotropy in presence of too large �. Given the cur-
rent understanding, we deem unwise to unleash such
wild speculations. We believe that a global under-
standing of the key features presented by CR data is
preliminary to a detailed “channel-by-channel” model-
ing, if that is at all possible within current theoretical
capabilities. In this spirit, a test of the ideas discussed
here will probably benefit more of a first coherent un-
derstanding of an enlarged dataset, including absolute

Genolini et al. 2017
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Proton/He break: A Transport effect?

• Different transport properties in the disk w.r.t. the halo? [Tomassetti, PRD 2015] 

• A possible transition between different transport regimes? 

• low energies: propagation in self-generated (via streaming instability) turbulence 
• high energies: propagation in pre-exisiting turbulence [Blasi, Amato, Serpico, PRL 2012; Aloisio, 

Blasi, Serpico 2015]
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of charge, are included in the calculations. As discussed
in previous literature, it is very important to compute the
di↵usion coe�cient properly, and thus for a meaningful
comparison with the flux spectra and secondary to pri-
mary ratios, notably B/C. The growth rate, written as
in Eq. (4), refers to waves with wavenumber k along the
ordered magnetic field. It is basically impossible to gen-
eralize the growth rate to a more realistic field geometry
by operating in the context of quasi-linear theory, there-
fore we use here this expression but keep its limitations
in mind.

The di↵usion coe�cient relevant for a nucleus ↵ can
be written as

D↵(p) =
1
3

p c
Z↵eB0

v(p)
"

1
k W(k)

#

k=Z↵eB0/pc
, (5)

where W(k) is the power spectrum of waves at the res-
onant wavenumber k = Z↵eB0/p c, Z being the nuclear
electric charge. The nonlinearity of the problem is ev-
ident here. The di↵usion coe�cient for each nuclear
species depends on all other nuclei through the wave
power W(k), but the spectra are in turn determined by
the relevant di↵usion coe�cient.

In general, if a background of pre-existing waves is
present in the system and evolving under the action of a
cascade in k-space, the wave spectrum W(k) satisfied an
equation of the following type:

@

@k

"
Dkk
@W
@k

#
+ �CRW = qW (k), (6)

where qW (k) is the injection term of waves with
wavenumber k and Dkk = CKvAk7/2W(k)1/2 is the di↵u-
sion coe�cient of waves in k space for a Kolmogorov
phenomenology and CK ⇡ 0.052 is a numerical co-
e�cient. Di↵usion in k space describes the cascad-
ing and in the absence of other phenomena (such as
self-generation), it leads to the formation of a Kol-
mogorov spectrum. Interestingly, the quantity Dkk/k2,
which represents the time scale for cascading from a
given wavenumber k, has the same functional form and
the same numerical value as the rate of NLLD usually
quoted in the literature [24]. Hence, maybe improp-
erly, we will refer to this process as NLLD below. For
the sake of simplicity we can limit our attention to the
case in which pre-existing waves are only injected on
a scale lc ⇠ 50 � 100 pc (perhaps by supernova explo-
sions). This means that qW (k) / �(k � 1/lc). The level
of pre-existing turbulence can be normalized to the total
power ⌘B = �B2/B2

0 =
R

dkW(k). Strictly speaking the
wavenumber that appears in this formalism is the one
in the direction parallel to that of the ordered magnetic
field.
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Figure 1: Spectrum of protons measured by Voyager (blue empty
circles), AMS-02 (black filled circles) [2], PAMELA (green empty
squares) [1] and CREAM (blue filled squares) [30], compared with
the prediction of our calculations (lines). The solid line is the flux
at the Earth after the correction due to solar modulation, while the
dashed line is the spectrum in the ISM.

The transport of CRs in a background of both self-
generated and pre-existing waves in the Galaxy was first
investigated by [25] and [26], where the main implica-
tions were discussed. In [27] the authors calculated the
spectrum of protons under the action of both the self-
generated and pre-existing turbulence, and compared
the results with the PAMELA data available at the time
[1]. In [26], the study was extended to other nuclei and
the B/C ratio was also computed. The presence of self-
generated waves and pre-existing waves naturally leads
to a spectral break in the spectra of nuclei at rigidity
⇠ 100�1000 GV. The calculations were later applied to
the AMS-02 data [2] and Voyager [28] by [27], where
the resulting B/C ratio was also compared withe prelim-
inary AMS-02 data.

The spectrum of protons as calculated in [27] is
shown in Fig. 1. The solid lines indicate the spectra at
the Earth, namely after solar modulation modelled us-
ing the force-free approximation [29], while the dashed
lines are the spectra in the ISM. The data points are the
spectra measured by the Voyager (empty circles) [28],
AMS-02 (filled circles) [2], PAMELA (empty squares)
[1], and CREAM (filled squares) [30]. Fig. 1 shows
several interesting aspects: 1) the spectrum of protons
(the same is seen in the He spectrum) shows a pro-
nounced change of slope at few hundred GeV/n, where
self-generation of waves becomes less important than
pre-existing turbulence (in fact, the change of slope
takes place in rigidity). 2) The spectra calculated to op-
timize the fit to the AMS-02 and PAMELA data is in
excellent agreement with the Voyager data (see dashed

Aloisio, Blasi, Serpico 2015
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known solution of the diffusion equation in one dimen-
sion, fdiff

0 (p) = q0(p)H/(2D(p)).
Eqs. (1) and (2) form a set of two non-linear differential

equations. We solve them iteratively so that the final re-
sults are the spectrum of CRs in the Galactic disc, f0(p),
and the power spectrum of waves, W (k), resulting from
self-generation and cascading. Before illustrating the ex-
act results, it is useful to estimate the energy of CR pro-
tons where one expects a transition from self-generated
waves to waves deriving from Kolmogorov cascade. In
order to do this, we use the fact that CR driven waves
saturate when the NLLD rate (ΓNL ≈ Dkk/k2, with Dkk

given in Eq. (6)) equals the growth rate Γcr (Eq. (7)). Us-
ing the expression f0(p) = Ap(p/mc)−γp to describe the
spectrum, with Ap and γp taken from PAMELA data
above 250 GeV, we find:

WCR =

[

16π2

3CK

Ap(mc)4

B2
0H

(

eB0

mc2

)4−γp

]
2
3

k
2
3 (γp− 13

2 ),

(12)
where k is related to the particle energy through the res-
onance condition. The transition length-scale, and hence
energy, is then found by simply equating WCR to the ex-
ternally generated Kolmogorov spectrum. We take the
latter in the form:

Wext(k) = (2ηB/3k0) (k/k0)
−5/3 . (13)

Rather than guessing the value of ηB, we use again our
knowledge of the CR spectrum based on Pamela data,
and express ηB in terms of the CR acceleration efficiency
ξCR. This can be done by just recalling that in the high
energy regime f0(p) is well approximated by fdiff

0 (p), with
D(p) given by Eq. (3). At scales at which the Kolmogorov
turbulence is the dominant scattering source, one finds:

ηB =
πR2

dI(α)Ap

(

mc2
)3

cHξCRESNRSN

(

mc2

qB0

)1/3

k2/30 . (14)

Using this condition in Eq. (13) and equating it to
Eq. (12) we obtain:

Etr = 228 GeV

(

R2
d,10H

−1/3
3

ξ0.1E51R30

)

3
2(γp−4)

B
2γp−5

2(γp−4)

0,µ , (15)

where Rd,10 = Rd/10 kpc, H3 = H/3 kpc, ξ0.1 =
ξCR/0.1, E51 = ESN/1051erg, R30 = RSN/30 yr−1,
B0,µ = B0/µG.
The estimate obtained for the reference values of the

parameters is tantalizingly close to the energy where
PAMELA data show a change of slope of the spectrum of
protons from E−2.85±0.015 (E < 230 GeV) to E−2.67±0.03

(E > 230 GeV). Clearly the fact that al low k’s (large mo-
menta) the power spectrum isW (k) ∼ k−1/3 implies that
the CR injection spectrum must be q0(p) ∼ p−4.3. We
notice that the transition energy turns out to be indepen-
dent of the characteristic scale of turbulence, 1/k0: this

fact is especially important given the large uncertainty
on this parameter. What does depend on k0, linearly, is
the energy density in turbulent magnetic field, which for
the above values of the parameters and L0 = 50 pc turns
out to correspond to ξB ≈ 8%.
Interestingly enough, taking into account that in the

advection dominated regime the solution is fadv
0 (p) ≈

q0(p)/vA and equating this to the solution in the diffusion
regime determined by self-generated waves, it is easy to
see that for reasonable values of the Alfvén speed the low
energy transition to a spectrum f0(p) ∝ p−α occurs at
E <∼ 10 GeV.
Results and Discussion— The iterative procedure de-

scribed above leads to the spectrum of CRs plotted in
Fig. 1 (solid line). The symbols are PAMELA data.

FIG. 1: Spectrum of CR protons from our calculations (solid
line) compared with the results from observations of γ-ray
emission from clouds in the Gould belt [3] (shaded region)
and with PAMELA measurements [1].

Since solar modulation affects the low energy part, only
the data above 80 GeV were used in [1] to highlight the
break at ∼ 230 GV. The dashed line is the solution of
the same equations but setting the self-generation term
to zero. The shaded area shows the CR spectrum in-
ferred in Ref. [3]. The break at ∼ 200 GeV reflects

FIG. 2: Diffusion coefficient induced by streaming instability
of CRs and cascading from a large spatial scale of 50 pc.

the transition from a regime where the scattering cen-
ters are self-generated to a regime where particles diffuse
in external turbulence that cascades from larger spatial



CR anomalies: Leptons (low and high energy)
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Thank you for your attention!

Daniel Kerszberg . The cosmic-ray electron spectrum measured with H.E.S.S. - ICRC 2017 - 19 July 2017 . 16/16

Many issues under debate!

• Low-energy behavior: spectral break at few GeV; 
confirmed by synchrotron data (see E. Orlando talk)   

often overlooked

• High-energy behavior: sharp break

• Primary positron source? Pulsar wind nebula are a 
natural candidate; acceleration mechanism 
different from DSA: spectrum harder than E-2

Giuseppe Di Bernardo: Diffuse Synchrotron Emission from Galactic Cosmic Ray Electrons 3

Finally, at high energies (& 7 GeV), unlike our previous
results presented in Di Bernardo et al. (2013), here we fix the
spectral index, and the normalization of the injection spec-
trum of the primary electrons and of the extra-component
by tuning our models against the new data, as recently re-
leased by PAMELA and AMS-02 collaborations, respec-
tively, rather than on e

�
+ e

+ spectrum measured by Fermi-
LAT (Gaggero et al., 2014). With reference to the Figure
1, we want to make it clear that the assumption of a sim-
ple power-law (PL) distribution for energetic electrons and
positrons, whose sources are smoothly distributed in the en-
tire Galactic disc, leads to large overestimation of their en-
ergy densities in comparison with the values deduced when a
3-dimensional spiral arm distributions are used. In our opin-
ion, the impact of this more realistic modelling of the particle
distribution on the final synchrotron spectral maps is a cru-
cial issue (see also the comparison between the Figures 5 &
6).

3 The synchrotron emission of the Galaxy

It is known that the synchrotron intensity depends on the spa-
tial, and energetic distribution of CRE density, n

e

, and the
strength of the magnetic field (B?), perpendicular to the line
of sight (LOS) to the observer. Once the CRE densities are
computed by DRAGON - at all points of the computational
grid - we use GAMMASKY to get the emissivities (i.e. power
per unit volume per unit frequency per unit solid angle), for
the regular and random fields, according to the standard for-
malism (Longair, 2011), after having integrated over the par-
ticle energy.

The emissivity (in erg s�1 Hz�1) - in an uniform magnetic
field - is partially linearly polarized2, and usually subdivided
in two components, ✏k,?, respectively parallel and perpen-
dicular to B? ⌘ B(r)sin↵, with ↵ the angle between the
direction of the magnetic field and the LOS. The polarization
formulation will be used in our future work. Here, we show
results based only on the total intensity, given by

✏(⌫,r) =

p
3

e

3

mc

2
B?(r)F (x); (3)

where x = ⌫/⌫

reg
c

, being ⌫

reg
c

= (3/4⇡)(e/mc)B?�

2 the
critical synchrotron frequency, � the particle (electron or
positron) Lorentz factor, and F (x) is defined in terms of
Bessel functions. In the case of a randomly oriented magnetic
field, the expected isotropic emissivity is computed accord-
ing to Ghisellini et al. (1988).

3.1 The total synchrotron intensity

Given a GMF model, and for the representative CRE den-
sity models aforementioned, the next step is to compute the

2for a monochromatic and isotropic distribution of CRE.
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Figure 2. The average synchrotron spectra, for zh = 4 kpc. We
show the spectra obtained with (solid lines) and without (dashed
lines) the spectral break in the e� source spectra. Dotted lines
are the contribution of secondary e� source spectra. The contribu-
tion of the regular GMF is shown as the dot-dashed line. The The
normalization required for the random component field strength is
Bran(0) = 7.6 µG.

Figure 3. Normalization of random GMF vs the vertical scale
height. The 3(5) � allowed by RM are represented in grey (light
grey) bands. The red squares are the values used in our KRA mod-
els in order to reproduce the observed spectrum at 408 MHz.

Galactic synchrotron spectrum. We take care of correctly re-
producing the observed 408 MHz radio synchrotron radia-
tion as in Haslam et al. (1982), by tuning - time to time -
the normalization value for the turbulent component of the
GMF (see the Eq. 1). We get the sky maps in GAMMASKY
by integrating the Galactic emissivity along the LOS,

I(⌫) =

Z

l.o.s

✏(⌫,r)ds, (4)

where ✏(⌫,r) is the total emissivity given by the Eqs. (3). In
Figure 2 we refer to the observed brightness temperature (in
K), defined as (Rybicki and Lightman, 1986)

T (⌫) =

c

2
I(⌫)

2k

B

⌫

2
. (5)

Di Bernardo et al., JCAP 2013

DM explanations 
challenging from 
model-building point of 
view; in tension with 
CMB constaints

6 A. W. Strong et al.: Cosmic-ray electron spectrum from synchrotron

frequency, MHz                 
1 10 210 310 410 510 610

-1
 H

z
-1

 s
-1

 s
r

-2
in

te
ns

ity
, e

rg
 c

m

-2110

-2010

-1910

-1810

-1710

-1610
 galdef ID 54_z04LMPD_g0_1.6_withoutsecS

  40.00<l<180.00 , 180.00<l<320.00
  -45.00<b<-10.00 , 10.00<b<45.00

frequency, MHz                 
1 10 210 310 410 510 610

-1
 H

z
-1

 s
-1

 s
r

-2
in

te
ns

ity
, e

rg
 c

m

-2110

-2010

-1910

-1810

-1710

-1610
 galdef ID 54_z04LMPD_g0_1.6_onlysecS

  40.00<l<180.00 , 180.00<l<320.00
  -45.00<b<-10.00 , 10.00<b<45.00

frequency, MHz                 
1 10 210 310 410 510 610

-1
 H

z
-1

 s
-1

 s
r

-2
in

te
ns

ity
, e

rg
 c

m

-2110

-2010

-1910

-1810

-1710

-1610
 galdef ID 54_z04LMPD_g0_1.6_withsecS

  40.00<l<180.00 , 180.00<l<320.00
  -45.00<b<-10.00 , 10.00<b<45.00

Fig. 2. Synchrotron spectra for pure diffusion model with pri-
mary low-energy electron injection index 1.6. Synchrotron from
primary electrons (upper), secondary leptons (middle) and total
(lower). For synchrotron data references see Section 4.2.

secondaries are removed does the synchrotron give a good fit,
while the secondary production is certainly present. Arguing dif-
ferently, we note that the secondaries already produce the low-
energy synchrotron intensities, which would preclude the exis-
tence of electron primaries. Either way the model is problematic
for synchrotron. This does not mean that reacceleration models
are excluded by this study, but it does pose a challenge for fu-
ture work on such models. Reacceleration is surely present at

some level on physical grounds, but probably less than currently
adopted on the basis of B/C data.

This is an example where solar modulation can be invoked
to get agreement of a model with directly-measured CR data (in-
creasing the interstellar spectrum andmodulation appropriately),
but not for synchrotron which probes the interstellar spectrum.

6.3. Low-energy spectral index from propagation ?

The low-energy injection indices deduced for the standard prop-
agation models are unexpected (see Discussion), so it is valid to
ask whether they could be produced by propagation using a more
‘normal’ injection spectrum with index 2. One way to do this is
to reduce the energy losses by making the propagation region
smaller - which means reducing the halo size. Then the steepen-
ing by propagation is reduced. This is at the expense of no more
fitting B/C, 10Be/9Be and local electron measurements, but it is
worthwhile illustrating this explicitly. Fig 11 shows a model with
halo height 1 kpc, but otherwise the same as the previous pure
diffusion model (with its low-energy injection index 2 and halo
height 4 kpc). (The diffusion coefficient has not been changed to
fit B/C since this would increase the propagation time and the
energy losses would be unchanged from the larger halo case,
and the synchrotron spectrum would be the same as before.)
To get the correct synchrotron intensity, the electron flux has
to be increased by 3 compared to that observed locally to com-
pensate the smaller integration length (increasing B would just
lead back to the same losses again). With this unnatural scenario
we can indeed reproduce the observed synchrotron spectrum
(Fig 11). However since several other constraints are thereby vi-
olated (B/C : model too low, 10Be/9Be: model too high 15 , local
electron spectrum : model too high) this shows the difficulty of
constructing such a model consistently. There are of course other
possibilities to approach this issue, but we restrict ourselves to
this example here.

Another alternative to obtain the electron spectrum by prop-
agation is to invoke an upturn in D(E) at low energies, in-
stead of the constant used normally. Fig 12 shows a model with
D(E) ∝ E−0.5 for E < 4 GeV, but otherwise the same as the
pure diffusion model with low-energy injection index 2 and halo
height 4 kpc. It reproduces the synchrotron data, and does not
require the high electron spectrum of the model with small halo
height. However it will under-predict the B/C data at low ener-
gies - but this depends strongly on solar modulation and hence
is not so critical. It is a possibly a more plausible scenario than
the previous one since it violates less constraints. The required
D(E) is in fact similar to that in the wave-damping model of
Ptuskin et al. (2006) and hence has also a plausible physical ba-
sis.

Other variations on the propagation could affect the electron
spectrum, for example spatial variations in the diffusion coeffi-
cient, anisotropic diffusion and convection, which have not been
considered here. They will not however affect our general con-
clusion of the need for a significant break in the electron injec-
tion spectrum. This is because any model must be constrained by
the CR nuclei secondary/primary data, and the resulting mod-
ified propagation parameters will finally lead to a path-length
distribution similar to our basic model, and hence similar elec-
tron energy losses.

Although we might expect a dependence of D(E) on the B-
field, in these models the variation of total B-field is very small
(see section 2.3), so that including such a dependence would

15 B/C ∝ zh/D(E), 10Be/9Be ∝
√
D(E)/zh.

Strong et al., A&A 2011
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Phenomenological Models for the p/p ratio  

Figure 2: The combined total uncertainty on the predicted secondary p̄/p ratio, superim-

posed to the older Pamela data [53] and the new Ams-02 data. The curve labelled ‘fiducial’ assumes

the reference values for the di↵erent contributions to the uncertainties: best fit proton and helium

fluxes, central values for the cross sections, Med propagation and central value for the Fisk potential.

We stress however that the whole uncertainty band can be spanned within the errors.

than primary, p̄/p flux. Notice that the shaded yellow area does not coincide with the Min-
Med-Max envelope (see in particular between 50 and 100 GeV): this is not surprising, as it
just reflects the fact that the choices of the parameters which minimize and maximize the p̄/p
secondaries are slightly di↵erent from those of the primaries. However, the discrepancy is not
very large. We also notice for completeness that an additional source of uncertainty a↵ects the
energy loss processes. Among these, the most relevant ones are the energy distribution in the
outcome of inelastic but non-annihilating interactions or elastic scatterings to the extent they
do not fully peak in the forward direction, as commonly assumed [55]. Although no detailed
assessment of these uncertainties exists in the literature, they should a↵ect only the sub-GeV
energy range, where however experimental errors are significantly larger, and which lies outside
the main domain of interest of this article.

Finally, p̄’s have to penetrate into the heliosphere, where they are subject to the phenomenon
of Solar modulation (abbreviated with ‘SMod’ when needed in the following figures). We de-
scribe this process in the usual force field approximation [52], parameterized by the Fisk po-
tential �

F

, expressed in GV. As already mentioned in the introduction, the value taken by �
F

is uncertain, as it depends on several complex parameters of the Solar activity and therefore
ultimately on the epoch of observation. In order to be conservative, we let �

F

vary in a wide
interval roughly centered around the value of the fixed Fisk potential for protons �p

F

(analo-
gously to what done in [25], approach ‘B’). Namely, �

F

= [0.3, 1.0] GV ' �p

F

± 50% �p

F

. In
fig. 1, bottom right panel, we show the computation of the ratio with the uncertainties related
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FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [14], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed between the

dotted lines, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2�
uncertainty, respectively. The dashed black line (labeled “�� = 0 MV”) shows the best fit without correction for

solar modulation. The solid red line shows the best fit DM contribution. We also show, for comparison, the
contribution from astrophysical tertiary antiprotons denoted by the dot-dashed line.

not reduce the evidence for a DM matter component in
the antiproton flux, and modifies only slightly the pre-
ferred ranges of DM mass and annihilation cross-section,

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [40] (Tan & Ng), [41] (di Mauro
et al.), and [42] (Kachelriess et al.). For comparison, we
also show the best fit region of the DM interpretation of

the Galactic center gamma-ray excess [38], and the
thermal value of the annihilation cross-section,

h�vi ⇡ 3⇥ 10�26 cm3s�1.

see FIG. 2. This represents an important test, since the
cross-sections used are quite different in nature. While
those of [40, 41] are based on a phenomenological param-
eterization of the available cross-section data, the cross
section of [42] is based on a physical model implemented
through Monte Carlo generators. While this check does
not exhaust the range of possible systematics related to
the antiproton cross-section, a more robust assessment
of this issue requires more accurate and comprehensive
experimental antiproton cross-section measurements.

From TABLE I we note that including a DM compo-
nent induces a shift in some of the propagation param-
eters. In particular the slope of the diffusion coefficient,
�, changes by about 30% from a value of � ⇡ 0.36 with-
out DM to � ⇡ 0.25 when DM is included. This stresses
the importance of fitting at the same time DM and CR
background. The changes induced by a DM component
in the other CR propagation parameters are less than
about 10%. More details are reported in the supplemen-
tary material.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =
1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux. This can be understood
from the residuals for this case, which are very similar to
the ones shown in the right panel of FIG. 1. Clearly, the
excess feature at R ⇡ 18GV, responsible for the DM pref-
erence in the default case, still remains. The reason why

A. Cuoco et al., PRL 2017

Crucial observable for DM studies

• High energy: Is there really an 
anomaly? Currently just a ~2σ hint

• Low energy: Is there a feature 
possibly correlated to the GeV 
gamma-ray excess, and possibly 
originating from DM annihilation? 

Further investigation is needed. 
• Different choices of background 

parametrization?



An interesting coincidence
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CREAM p data

 angle averaged difuse Galactic gamma ray  fux  (Fermi) 

AMS02 

 Conventional  propagation scenario: 

A1.  Very long lifetime  for cosmic rays

A2.   Diference  between electron and proton spectra
         shaped by propagation efects

A3.   New  hard source of positrons  is required

A4.   Secondary nuclei generated in interstellar space

Alternative propagation scenario: 

B1.  Short  lifetime  for cosmic rays

B2.   Diference  between electron and proton spectra
         generated in the accelerators

B3.   antiprotons and positrons of secondary origin

B4.   Most secondary nuclei generated in/close to accelerators

P. Lipari, ICRC 2017
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γ-ray anomalies: hardening & gradient
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FERMI galactic interstellar emission model (GEIM)– 47 –
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Fig. 8.— Radial distributions across the Galaxy of (a) the �-ray emissivity per H atom measured at

2 GeV; (b) the proton flux integrated above 10 GV, with the prediction from the GALPROP model
SY Z6R30T 150C2 (solid curve, Ackermann et al. 2012d); (c) the proton spectral index, P2, with

statistical error bars and the prediction for proton rigidities above 1 TV from the same GALPROP

model (solid line) and from Gaggero et al. (2015) (dashed line). In all plots, the horizontal bars

span the radial widths of the gas annuli used for the measurements. The two data points with

smallest Galactocentric radii have large systematic uncertainties (see text). Panel (d) shows the

proton flux integrated above 10 GV, normalized to its value at the Sun Galactocentric radius, with

the star formation rate traced by supernova remnants, H ii regions, and pulsars (Stahler & Palla

2005).

Gaggero et al. (2015)
single-zone model

single-zone model

flat gradient

SNR tracers {

FERMI Collaboration, arXiv:1602.07246

Fermi-LAT collaboration, 2016

– 67 –

Fig. 17.— Spectra extracted from the inner Galaxy region for model SSZ4R20T150C5 using Pass

7 clean photons. The dip between 10 and 20 GeV is greatly reduced compared to Figure 15. See

Figure 12 for legend.

Fermi-LAT collaboration, 2012
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In table II we list the �2 for our optimized model,
showing a remarkable improvement with respect to the
FB model.

FIG. 6. The same as in fig. 1 but considering the window
|l| < 10�, |b| < 5�.

FIG. 7. The same as in fig. 1 but considering the strip
|l| < 180�, 10� < |b| < 20�. The azure band represents the
contribution of the Fermi bubbles according to ref. [37].

There are in principle alternative scenarios leading to

FIG. 8. Longitudinal profile at fixed energy E� = 10 GeV.
We average in latitude over the interval |b| < 5�.

tilted �-ray fluxes, see e.g. [1, 38–40]. However:

• Following ref. [41], we find that a population of un-
resolved pulsars, consistent with the observed coun-
terpart, gives an extra contribution to the total �-
ray flux more than one order of magnitude smaller
than needed.

• Running a dedicated MC code where the analyti-
cal solution of the di↵usion equation with the cor-
rect boundary is implemented, as described in [42],
we simulate Supernova explosions with a reason-
able rate ' 3/century distributed according to the
source term presented in [36].

We fit each realization with a power-law. We find
that fluctuations in the proton spectrum due to the
stocasticity of the sources never exceed – even in
the inner Galactic region – the few percent level.

• We test the possibility of an enhanced IC emission;
we find that a rescaling of the ISRF by one order
of magnitude, together with a factor of 10 decrease
in the XCO, may solve the discrepancy.

However, we discard this hypothesis since in this
case the bulk of the �-ray flux would have leptonic
origin, in contrast with the obserbed correlation
with the gas distribution as shown in fig. 8.

While the paper was undergoing the review process,
the 4-year Point Source Catalog (3FGL) was released by
the Fermi-LAT collaboration. We checked that our re-
sults are not a↵ected by this update, given the subdom-

Gaggero, Urbano, Valli, Ullio, 
PRD 2015

A CR 
hardening 
in the inner 
Galaxy?
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We present a nove
l interpretation of the γ-ray diffuse emission measured by Fermi-LAT and H.E.S.S. in

the Galactic center (GC) reg
ion and the Galactic ridge (GR). In the first part we perform a data-driven

analysis based on PASS8 Fermi-LAT data: We extend down to a few GeV the spectra measured by

H.E.S.S. and infer the primary cosmic-ray (CR) radial distr
ibution between 0.1 and 3 TeV. In the second

part we adopt a CR transport model based on a position-depend
ent diffusion coefficient. Such

behavior

reproduces the radial dependence of the CR spectral index recently inferred from the Fermi-LAT

observations. W
e find that the bu

lk of the GR emission can be na
turally explained by the

interaction of the

diffuse steady-state Galactic CR sea with the gas present in the central molecular zone. A
lthough we

confirm the presence of a
residual radial-d

ependent emission associated
with a central so

urce, the relevan
ce

of the large-scale diffuse component prevents
to claim a solid evidence of GC pevatrons.

DOI: 10.1103/P
hysRevLett.119

.031101

Introduction.—The High Energy Stereoscopic System

(H.E.S.S.)Colla
boration recently

reported the disc
overy of a

γ-ray diffuse emission from a small region surrounding

SgrA* [1]. The emission spectrum is compatible with a

single power law with index ΓHESS16
¼ 2.32" 0.05stat "

0.11syst and extends up to ∼50 TeV with no statistically

significant evide
nce of a cutoff. I

f hadronic, as ex
pected due

to the strong loss
es suffered by el

ectrons in that re
gion, that

emission may point to the presence of
a proton population

with energies up to the PeV in the Galactic cen
ter (GC).

On the basis of the angular profile of the emission, the

H.E.S.S. Collab
oration proposed the J1745-290 source as

its possible origin. This sou
rce is positionally compatible

with the SgrA* supermassive black hole and with the G

359.95-0.04 pulsar wind nebula. Althoug
h the observed

spectrum of HESS J1745-290 is suppressed above

∼10 TeV, this might be explained by the attenuation

due to the presence of a dense radiation field around that

source (see, e.g.
, Ref. [2]). Anni

hilating dark matter in the

halo central spike [3], or a peaked population of cosmic

rays (CRs) interactin
g with high concentrated gas in that

region, could als
o explain the dif

fuse emission measured by

H.E.S.S. The H.
E.S.S. results ha

ve raised wide in
terest as it

seems to provide the first evidence of pevatrons in our

Galaxy.

A γ-ray diffuse em
issionwas alsom

easured by a prev
ious

H.E.S.S. observational campaign towards the so-called

Galactic ridge (G
R) [4]. That emission approximately traces

the gas distributi
on in the central

molecular zone (C
MZ)—a

massive structure rich in molecular gas tha
t extends up to

∼250 pc away from the GC along the Galactic plan
e (GP).

Its spectrum is compatible with a single power law with

index ΓHESS06
¼ 2.29" 0.07stat " 0.20syst, which,

although

observed only up to ∼10 TeV, is in agreement with that

found in the inner region
surrounding SgrA*.

The spectra of th
e CR population that o

ne can infer from

these data are significantly harder than the local CR

spectrum measured at the Earth position [ΓCRðr⊙Þ≃ 2.7

for ECR > 300 GeV=nucleon se
e, e.g., Refs. [5,6

]]. On the

other hand, at lo
wer energies, Fe

rmi-LAT observations of

the SgrB complex in the CMZ suggest a CR spectrum

similar to the local one [7].

The H.E.S.S. Collab
oration proposed that the discrep-

ancy could be the signature of a freshly accelerated CR

population, possibly originated by SgrA* or by other

sources in the central parsec of the Galaxy.

The aim of this Letter is to
estimate the contributi

on of the

CR large-scale popul
ation (hereafter th

eCR sea) to the diffuse

emission measured by H.E.S.S. and Fermi-LAT in the GC

region, and to pro
vide a consistent

interpretationof t
hose data.

Differently from previous compu
tations, we model the CR

sea by relaxing th
e simplified hypothesi

s of a uniform spectral

index in the Galaxy. This ap
proach is motivated by recent

analyses of Ferm
i-LAT data [8–10] showing that the γ-ray

diffuse emission of the Galaxy, and hence the CR primary

spectrum, gets harder app
roaching the GC along the GP.Published by the American Physical Society

under the terms of

the Creative Commons Attribution 4.0 International license.

Further distribution of this work must maintain attribution to

the author(s) and the published article’s title, journal cit
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and DOI.

PRL 119, 031101 (2017)
P HY S I CA L R EV I EW LE T T ER S

week ending
21 JULY 2017

0031-9007=17=
119(3)=031101(

5)
031101-1

Published by the American Physical Society

Under the assumptions that:
1) the proton break at ~200 GV is 

present all through the Galaxy, 
2) the diffusion coefficient has a harder 

rigidity dependence, as suggested 
by Fermi-LAT data

H.E.S.S.  +  Fermi-LAT 
Gaggero, D.G., A. Marinelli, Taoso & Urbano, PRL 2017
+ S. Ventura 
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Gamma model
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Fermi Data PASS8

HESS Data 2017

Best Fit HESS+Fermi

PASS8 Fermi-LAT  470 weeks of 
data extracted with the v10r0p5 
Fermi tool. Point sources from the 
3FGL catalogue subtracted.    

| l | < 1° , | b | < 0.3° 

The first step above the TeV:               
solution of the Milagro anomaly 
Gaggero, D.G., A. Marinelli, Urbano, Valli  ApJ L 2015              

13

Incorporate the CR spectral hardening in 
the KRA! model (assuming it is present in the 
whole Galaxy). 

This automatically reproduces the Milagro flux 
@ 15 TeV  which was 4σ larger than the 
GALPROP prediction

testable by HAWC (work in progress)           
and CTA !

D. Grasso, ICRC 2017

D. Gaggero et al., ApjL, 2016

D. Gaggero et al., PRL 2017

See also T. Linden talk 
for leptonic models!



Diffusion coefficient as a function of magnetic 
turbulence

Stronger CR gradients
—> more effective self-confinement
—> low diffusion coefficient
—> advection takes over at larger energies
—> propagated spectrum closer to the inj. one

CR hardening in the inner Galaxy. Explanation I: Non-linear physics?

TeVPa 09/08/2017
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Figure 1. CR density at E > 20 GeV (Acero et al. 2016) and
emissivity per H atom (Yang et al. 2016) as a function of the
Galactocentric distance, as labelled. Our predicted CR density at
E > 20 GeV is shown as a dashed line. The case of exponentially
suppressed magnetic field is shown as a solid line. The dotten line
shows the distribution of sources (Green 2015).
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Figure 2. Radial dependence of the power-law index of the pro-
ton spectrum as inferred by (Acero et al. 2016, filled circle) and
(Yang et al. 2016, filled triangle). Our predicted slope for the ba-
sic model is shown as a dashed line, while the solid line illustrates
the results for the exponentially suppressed magnetic field.

DH(p) ∝ B4
0/Q

2
0 (see equation 13) and that both B0 and

Q0 are assumed to drop exponentially at large R. Clearly,
this result loses validity when δB/B0 approaches unity and
the amplification enters the non linear regime. Using equa-
tion (10), such condition in the disk can be written as
F(z = 0, k) ≈ DB/(2vAH) ! 1 which, for 1 GeV particles
occurs for R ! 28 kpc (red-dashed line in Figures (1) and
(2)). In any case, the density of CRs at large galactocentric
distances drops down, as visible in Figure (1).

4 CONCLUSIONS

The CR density recently inferred from Fermi-LAT obser-
vations of the diffuse Galactic γ-ray emission, as carried
out during the last seven years, appears to be all but
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Figure 3. Diffusion coefficient D(z = 0, p) as a function of mo-
mentum in GeV/c for different Galactocentric distances as la-
belled.

constant with galactocentric distance R (Acero et al. 2016;
Yang et al. 2016). In the inner ∼ 5 kpc from the Galactic
center, such density shows a pronounced peak around 3− 4
kpc, while it drops with R for R ! 5 kpc, but much slower
than what one would expect based on the distribution of
SNRs, as possible sources of Galactic CRs. Moreover, the
inferred slope of the CR spectrum shows a gradual steep-
ening in the outer regions of the Galaxy. This puzzling CR
gradient is hard to accommodate in the standard picture of
CR transport.

Here we showed that both the gradient and the spec-
tral shape can be explained in a simple model of non-linear
CR transport: CRs excite waves through streaming insta-
bility in the ionized Galactic halo and are advected with
such Alfvén waves. In this model, the diffusion coefficient
is smaller where the source density is larger and this phe-
nomenon enhances the CR density in the inner Galaxy. In
the outer Galaxy, the data can be well explained only by
assuming that the background magnetic field drops expo-
nentially at R ! 10 kpc, with a suppression scale of ∼ 3
kpc. This scenario also fits well the spectral slope of the CR
spectrum as a function of R, as a result of the fact that
at different R the spectrum at a given energy (∼ 20 GeV)
may dominated by advection (harder spectrum) or diffusion
(softer spectrum). A simple prediction of our calculations is
that the spectral hardening should disappear at higher en-
ergies, where transport is diffusion dominated at all galac-
tocentric distances.
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this effect only holds for E < ~50 GeV!



Galactic magnetic field

CR hardening in the inner Galaxy. Explanation II: Anisotropic transport
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The injection index varies from one curve to the other, in order to have a fixed local slope

the difference 
between the local 
proton slope and 
the slope at the 
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along the vertical direction 
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vertical)
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Results : Spectral index profile

Implementation
We implement anisotropic diffusion in DRAGON2, the new 

version of the DRAGON code (Evoli, Gaggero, Vittino et al., 
JCAP 1702 (2017) no.02, 015)

Anisotropic diffusion will 
be one of the key features 

of DRAGON2!

Implementation
We implement anisotropic diffusion in DRAGON2, the new 

version of the DRAGON code (Evoli, Gaggero, Vittino et al., 
JCAP 1702 (2017) no.02, 015)

Anisotropic diffusion will 
be one of the key features 

of DRAGON2!

Several effects complicate the scenario predicted by QLT and 
enhance perpendicular transport (e.g. field line random walk). 
However, test particle simulations show that such effects do 
not alter the global picture, that is the need for anisotropic 

diffusion

Dk

D?

De Marco, Blasi, Stanev, JCAP 6 2007

Snodin et al. ,MNRAS 457 (2016)

Theoretical motivations for 
anisotropic diffusion

Dk

D?

Improved modeling of large-scale topology of the Galactic 
magnetic field: poloidal component in the inner Galaxy

GeV-TeV CR transport is expected to be highly anisotropic (resonant scale: 1 - 1000 AU, 
QLT holds)

Different scalings of parallel and perpendicular diffusion

Enhanced parallel 
escape in the  vertical 
direction in the inner 
Galaxy
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γ-ray anomalies: The giant monsters in the sky
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• DM interpretation
multichannel studies are needed 
(tension with dwarf galaxy constraints?
connections with antiprotons)

• Is it really an excess?

• Alternative interpretation
in terms of CR interacting with MCs
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We re-examined the GC claim in terms of 
this simple correction to the source term

In our analysis the new steady-state source
 term mainly affects the IC template
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with star formation 
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spike extension
roughly matching CMZ 

one, i.e. O(100) pc

We performed our template fitting analysis 
along the lines of Calore et al.’14 .

A Proof Of Concept

SPIKE vs DM DM case Spike case

A Proof Of Concept

2

that a fraction fH2 of cosmic rays are injected with a spa-
tial distribution tracing the density of collapsed H2 molecu-
lar clouds, with the remaining fraction (1 � fH2), reflecting
“older” cosmic rays, distributed according to the traditional
axisymmetric distribution of SNR. This model is theoretically
well-motivated, because high-mass OB stars, the predecessors
to Type II supernovae, evolve on time scales 2-4 times shorter
than the 15-20 Myr lifetime of giant molecular clouds [19].
This implies that a significant fraction of Galactic cosmic rays
should be produced within observed star-forming regions. We
employ high-resolution (⇠100 pc) three-dimensional H2 den-
sity maps that utilize gas flow simulations to resolve non-
circular velocities in the inner Galaxy [20]2, and a simple
model for the star formation rate ⇢̇⇤ / ⇢1.5

gas [21]. We addition-
ally assume a critical gas density ⇢c = 0.1 cm�3 under which
star formation, and thus cosmic-ray acceleration, is shut off.
The cosmic-ray injection intensity tracing the H2 gas density
is calculated as:

QCR(~r) /
(

0 ⇢H2 < ⇢c;

⇢1.5
H2 ⇢H2 � ⇢c.

(1)

Of course, the gas density distribution measured at the
present time does not reflect the distribution of cosmic-ray
sources at past epochs, which is why we assume a (1 � fH2)
fraction of “older” cosmic rays to be distributed according
to the axisymmetric SNR prescription. Diffusion and the
rotation of the inner Galaxy largely wash out the structure
of cosmic-rays on timescales shorter than the typical resi-
dence time of Galactic cosmic-ray nuclei (⌧res ⇡ 107 � 108

Myr [22]), physically motivating values of fH2
>⇠ 0.1. We

also studied the effect of changing the Schmidt power-law in-
dex ns and the critical density ⇢c from the default values em-
ployed here. We find that, barring extreme scenarios, the im-
pact of these parameters is subdominant compared to fH2 [8]
and does not strongly affect the results we summarize below.

In the top panel of Figure 1, we compare the commonly-
employed choices for the azimuthally-averaged surface den-
sity of cosmic-ray sources with a model where a fraction
fH2 = 0.25 of cosmic-ray sources are embedded in H2 re-
gions according to the prescription outlined above. As we dis-
cuss below, fH2 = 0.2�0.25 corresponds to the best global fit
to the Fermi-LAT diffuse �-ray sky. The bottom panels show a
face-on view of the source density for the SNR model (corre-
sponding to fH2 = 0) and for the fH2 = 0.25 model. Figure 1
dramatically highlights the unphysical scarcity of cosmic-ray
sources in the innermost kiloparsec of the Galaxy. While
we note that the present rate of star formation in the CMZ
is observed to be suppressed compared with that predicted
via the Kennicutt-Schmidt law [23], significant multiwave-
length evidence points to episodic starburst on the O(Myr)

2 In this Letter, we use the new gas models only for generating secondary
species and distributing cosmic-ray sources. Their use for �-ray generation
does not significantly impact the conclusions here and is explored in detail
in a forthcoming publication [9].

FIG. 1. Top: The azimuthally averaged surface density of cosmic-
ray source distributions utilizing our new 3D model shown in thick
blue, compared to the traditional axisymmetric models based on
SNR, pulsars, and OB stars. Bottom: Face-on view of the cosmic-
ray source surface density for the traditional SNR distribution (left)
and for the best-fit star formation model, fH2 = .25, (right). The
solar position is indicated with the ‘+’ symbol.

timescales relevant here [24], with a significant event ocurring
⇠6 Myr ago, near the lifetime of massive OB stars. Through-
out this paper, we assume a constant injection until the present
day, although time-dependent effects may play a significant
role [25–27]. In addition to the CMZ, a gas-rich bar is present
along the Galactic center line-of-sight (see Figure 1), which
enhances cosmic-ray sources toward the Galactic center, a fea-
ture otherwise lost using a cylindrically-symmetric treatment.

As will be discussed in detail in forthcoming publications
[8, 9], the addition of a cosmic-ray injection source distribu-
tion tracing H2 gas has a net effect on the steady-state GC
cosmic-ray density (after propagation) of nearly one order
of magnitude. This enhancement is especially dramatic for
cosmic-ray electrons, where the density remains larger than a
factor of two out to nearly 5 kpc from the GC. Notably, the
local cosmic-ray density is essentially unaffected.

While our model is physically well motivated, it is
paramount to assess whether a non-zero value for fH2 yields
a better or worse fit to the diffuse �-ray sky overall. We per-
form a ‘Global’ binned likelihood analysis in three regions of
the Galaxy: inner (|l| < 80�, |b| < 8�), outer (|l| > 80�, |b| <
8�), and local (|b| > 8�). Our adopted statistical framework,
point source masking, photon binning (⇡ .23� pixels in 24
energy bins), and extra templates (isotropic [28] + Fermi Bub-
bles [29]) are identical to those used in Ref. [30]. As fH2 is
increased, cosmic rays are redistributed through the Galaxy,
and we allow for radial variations in the CO ! H2 conver-

3

FIG. 2. ��2 as a function of fH2 for several regions of the global
�-ray analysis.

sion factor using 9 Galactocentric rings [31]. In these prelimi-
nary fits the spectrum of the diffuse components in the Global
analysis is fixed in order to limit the number of degrees of
freedom. Each point source is adaptively masked and fixed to
its 3FGL flux and spectrum [32].

In Figure 2 we plot the log-likelihood of our model fit to
the diffuse �-ray emission as a function of fH2, compared to
a baseline model of fH2 = 0, i.e. with cosmic-ray sources
distributed according to the axisymmetric SNR model. In the
inner and local regions, turning on cosmic-ray sources in H2

regions dramatically improves the quality of the global fit to
the observed diffuse emission3. The ‘Total’ curve sums all
three regions, showing an optimal fraction fH2 ' 0.25 over-
all, with the local region preferring even higher values up to
fH2 ' 0.45. Examining the pixel-by-pixel ��2 of each re-
gion reveals that the ‘local’ improvements are most signifi-
cant near the disk and especially for �10� < l < 30� where
cosmic-rays from the bar and inner molecular arms illumi-
nate the interstellar medium. For the ‘inner’ region, |l| < 30�

shows the most significant improvement, indicating that the
new gas models are resolving important cosmic-ray emitting
structures toward the inner Galaxy. In relative terms, the new
source distribution represents a genuine quantitative improve-
ment, with a ��2 comparable to that of changing the diffusion
parameters, gas distributions, or source distributions over the
model space of Refs. [30, 31].

The addition of cosmic-ray sources in star-forming re-
gions strongly affects the prediction for the diffuse astrophys-
ical �-ray emission in the Galactic center region. It is thus

3 Although the value of ��2 in the outer galaxy becomes monotonically
worse, this region is metal-poor such that the H2 density is not well traced
by CO, as evidenced by unphysical preferred values of XCO when fitting
against �-ray data in the outer Galaxy [33]. Additionally, the total number
of CR sources is constrained here, with increasing fH2 resulting in fewer
sources outside the solar circle. Technical details are discussed in a forth-
coming publication [9].
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FIG. 3. Top Spectrum of the Galactic center ‘excess’ as fH2 is in-
creased in increments of 0.05 (light-to-dark red). We also show the
spectrum and statistical error-bars of the benchmark Mod A from
Ref. [30] (blue). Bottom: Flux of the Galactic center excess as a
function of the angle from the Galactic center for the peak energy
bin. Also shown are projected power-law profiles for the three-
dimensional �-ray emission intensity, which are equivalent to the
square of the corresponding three-dimensional dark matter density
distribution.

paramount to ascertain how this affects the properties of the
claimed Galactic center excess [2]. We use the analysis frame-
work described above on a new region of interest, the Inner
Galaxy, defined by |l| < 20�, 2� < |b| < 20�, noting that
the bright Galactic plane is masked in order to probe the ex-
tended properties of the excess. To evaluate the spectrum and
intensity of the �-ray excess, we add an additional template
with a morphology calculated using a generalized NFW pro-
file [34] with an inner slope ↵ = 1.25. For each value of fH2 we
allow the normalization of the NFW profile, diffuse models,
isotropic models, and Fermi Bubbles to float independently
in each energy bin, fixing only point sources to their 3FGL
values.

In the upper panel of Figure 3 we show the spectral prop-
erties of the NFW template in the Galactic center vicinity for
increasing values of fH2, and compare with the baseline Mod
A of Ref. [30]. The effect on the central gamma-ray excess is
dramatic: an increasing fraction of cosmic rays injected in H2

regions yields a substantial suppression of the excess across
all energies. The effect is most dramatic at lower energies,
where the suppression of the excess emission is larger than
an order of magnitude, but it continues into the GeV energy
range and is consistently larger than a factor of 2 for the values

We agree that a “inner Galaxy anomaly” is present  
in Fermi-LAT data

A template fitting  
is needed to outline the excess

Point Sources π0 + brems

Inverse ComptonFermi Bubbles
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The Template-fitting Analysis
With no additional DM-like template: Point Sources
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RESULT:  
you are 
missing 

something!

The Template-fitting Analysis
you are clearly missing  
something  
in the inner Galaxy!

• MSP interpretation
suggested by wavelet analyses
connection with 511 keV signal (see R. Bartels talk)D. Gaggero et al. 2015

E. Carlson et al. 2016

A. Cuoco et al. 2017

R. Bartels et al. 2016
Lee et al. 2016

De Boer et al. 2017
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Figure 3: Top: We show the ��2 contours, corresponding to 1,2 and 3�, obtained for the
hypotheses �� ! XX for X = {h, W±, Z, t, b}. Vertical dashed lines indicate the threshold
for each of these final states. The best fit point in each case is indicated. Bottom: We show
the spectra of photons obtained for the corresponding best fit values in the upper plot. The
central values and the error bars are extracted from [13]. Note that the errors are correlated,
and the plotted spectra indeed fit the data reasonably well, as indicated by the �2 at the
best fit.

which fits in the envelope between the 4 presented spectra, or one could fit each spectrum
separately to get a feel for the systematic uncertainty. Here, we take the latter approach.

Out of the 4 spectra Fermi (a,b,c,d) present, one (a) has a shape very di↵erent from that
of heavy DM annihilating to electroweak final states. Furthermore, fitting to (a) gives results

– 10 –

Agrawal et al. 2015

• X-ray shape?
(see O. Macias talk)



Conclusions

TeVPa 09/08/2017

• The CR and gamma-ray data finally offer the unique opportunity to move beyond a 
simplistic picture of CR acceleration and propagation

• Anomalies exist in all channels

• A lot of exciting work for theorists and phenomenologists working on CR transport codes

• Dark matter detection claims are still under debate. Astrophysical interpretations seem to 
be preferred in all cases. A solid detection in several independent channels is needed.

• Looking forward to more data both in low-energy (e-ASTROGAM) and high-energy (CTA, 
HAWC, CALET, HERD, … … ) domain
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